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| Hempel's D-N Model

he phrase deductive-nomological is an apt description of the model that
empel first proposed in his classic paper published in 1948.! For ac-
ording to Hempel, many scientific explanations are deductively valid ar-
guments having at least one statement of an empirical law in their

emises. (The adjective nomological is derived from the Greek word no-
os; meaning “law.”) Only later, in 1962, did Hemipel focus his attention
nstatistical explanation.? He then proposed his 1-S model, according to
hich statistical explanations are inductive arguments with at least one
atement of an empirical statistical law in their premises. Thus, both mod-
s are instances of the covering law thesis that all explanations are argu-
ents (either deductively valid or inductively strong) that must involve
ws. Before discussing Hempel's models in .detail, it will be helpful to
consider the underlying motivation for Hempel's proposals.

ARNAP ON THE MOTIVATION FOR HEMPEL'S D-N MoDEL

-Rudolf Carnap points out in “The Value of Laws: Explanation and
ediction,” scientists and philosophers have not always valued theories
“their explanatory power. In the second half of the nineteenth century,
example, philosopher-scientists such as Ernst Mach and Pierre Duhem
isted that the proper function of scientific theories was not to explain
enomena but merely to classify and summarize experimental Jaws.? Du-
m defines explanation as follows: “To explain (explicate, explicare) is to
strip reality of the appearances-covering it like a veil, in order to see the
e reality itself ™ Duhem then argues that if scientific theories are jn-
tended to explain (in his own sense of stripping reality bare), then they
inevitably make science subordinate to metaphysics. The kinetic the-
of gases and the wave theory of light, for example, posit the existence
atoms and the optical aether as an essential part of the explanations
they provide. But neither atoms nor the aether can be observed directly.
best claims about these “bare realities” can be tested only indirectly by
seeiiig what experimental laws they entail. Moreover, these experimental
s are compatible with a wide range of different assumptions about at-
s and the aether. Thus, testing will be unable to confirm any particular
ory {or the unobservable entities it posits) relative to its rivals. So, Du-
m.concludes, the assertion that atoms exist or that there really is an
cther are metaphysical claims that empirical science can neither confirm
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-unobservable entity; they also specified laws that magnetized bodies
must obey. These laws can be used to make predictions that can be tested
by experiment and observation. Driesch’s entelechy theory specifies no
ch laws and is thus completely lacking in predictive power. Therefore,
Camap concludes, Driesch’s theory does not give genuine explanations.
+ Our discussion of Carnap’s criticisms of Drjesch’s entelechy theory
ings to light one of the central motivations for Hempel’s D-N model of
explanation, namely, the requirement that every genuine scientific expla-
tion include at least one empirical law in its explanans. Another closely
telated theme is Carnap and Hempel’s insistence that explanation and
prediction go hand in hand: every genuine explanation must be capable
predicting its explanandum. Later we will focus our attention on Hem:
pel's defense of what he calls the thesis of structural identity, that, in all
ithal respects, explanations are the same as predictions, and predictions
the samme as explanations. : '

nor refute.’ Explanation is not, and cannot be, one of the aims of scientif
theories. '

Carnap rejects the claim of Duhem, Mach, and other positivists th
science cannot explain; nevertheless he is sympathetic to their skepiici
about theories involving metaphysical assumptions about unobservable &
tities and causes. Carnap insists that scientific theories can give genuin
explanations but only if the explanations involve testable, empirical laws
Consider the example Carnap discusses of the German biologist and ph
losopher Hans Driesch (1867-1941). Driesch, who had done pioneerin
work on emmbryology and limb regeneration in sea urchins, discovered i
1891 that prior to the fifth division of a fertilized sea-urchin’s egg any ce
was capable of developing into a complete embryo. These and other fin
ings led Driesch to espouse a “vitalistic” account, according to which
_ inner force or purpose in each living organism—what Driesch called
entelechy—is responsible for maintaining the integrity of the organis
directing development, and regenerating lost parts. In a number of wor
Driesch championed his entelechy theory as an explanation for biologic
and psychological phenomena. He saw an important similarity betwee
an embryo developing into an adult organism and a2 person voluntard
deciding to perdform one action rather than another. In both cases,
argued, we cannot predict what will happen on the basis of the laws of
physics and chemistry. We can explain what has happened after the even
but only because we then know how things have turned out. Driésc
regarded the power of a human being to choose which action to perfor
as a refined manifestation of the teleological, directive power of the &
telechy that is in every living creature. And what is an entelechy? It is
nonphysical, nonmaterial, nonspatial inner force that directs everythir
that an organism does, from cellular processes to voluntary actions. Eve
living thing has an entelechy, each species has its own distinctive ki
and it is possession of an entelechy that distinguishes living things fo
machines.

Despite their respect for Driesch’s scientific work and his genui
desire that philosophy take science seriously, Carnap and Reichen
could not accept that Driesch’s entelechy theory really explained anythin

HEMPEL’S CONDITIONS OF ADEQUACY FOR D-N EXPLANATION

¢ requirement that the explanans include at least one empirical law is
viously not sufficient for an explanation for two reasons. First, just in-
d@iding a law, any law, is not enough; the law must be essential to the
rivation of the explanandum. Clearly, we would not be much impressed
2 purported explanation in which the laws mentioned were entirely
levant to the event or phenomenon needing explanation. Second, all
themselves laws do not entail that any specific thing will happen. Thus,
en we seek to explain the occurrence of an event, we must also include
the explanans statements of various initial conditions that; in conjunc-
tion with the laws, logically imply the explanandum.

-We thus arrive at the general scheme of Hempel's D-N model of
lanation, which he summarizes in the selection “Two Basic Types of
entific Explanation”:

Cy, Gy .. ., C, Statements of particular facts

In defending the entelechy theory against this accusation, Carnap rec and initial conditions Explanans
Driesch retorting that his introduc-tion of the term e@tglech-y to expl_ainth oL ..., L General laws :

behavior of organisms was no different from physicists introducing th B ,

term magnetism to explain the behavior of magnets and bits of iron. Aff Description of the event, law Explanandum

all, we can neither see nor touch the force of magnetism. All we
actually observe is the motion of bodies, which magnetism was posite
explain. Simnilarly, Driesch maintained, it is legitimate for him to inf
duce entelechies to explain biological phenomena. Camap responded]
pointing out that the cases are relevantly different. For when physi
introduced the term magnetism, they did not simply posit the existence:

or fact to be explained

“In his 1948 article, Hempel gave the criteria for a D-N ekp]anatioﬁ
the form of four conditions of adequacy, which he divided into two
groups: logical and empirical. '
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ting the value of one variable {such as pressure) to the value of other -
variables (such as temperature and volume). (For more on functional faws,
¢ the section “The ‘Missing Values' Problem for Functional Laws” in
¢:commentary on chapter 7.) Thus, Hempel deliberately does not limit
cientific explanation to causal explanation. A second noteworthy feature
(R2) and the other logical conditions of adequacy is that Hempel does’
it require that the explanans coritain any statements of initia] conditions.
fcourse, such initial conditions must be included in any deductive ex-
lination of the occurrence of a particular event, but Hempel wants his
0de] to cover not only the explanation of events but also the explanation
£laws. That is, he wants his model to apply to cases in which one law
raset of general laws (such as Newton’s laws of motion and gravitational
raction) explain another law (such as Kepler's second law) by deduc-
vely implying it. (The explanation of one law by another, more general,
wor theory is discussed in chapter 8. In the present chapter, the focus
n the explanation of events.)
Condition (R2) mentions only general laws, which would include
-of mathematics. While laws of mathematics often play an important
le.in scientific explanations, Hempel requires that at least one of the
ws in the explanans be empirical. It is perfectly legitimate for the ex-
fanans to include mathematical laws (such as the Pythagorean theorem -
e principles of algebra), but it must zlso include at least one empirical
ﬂiat, unlike the laws of mathematics, can be tested by observation or -
eriment. Strictly speaking, (R3) is redundant, since it follows from (R1 )3
iything that logically implies the explanandum, which has empirical con-
it must itself have empirical contenf. But such is the importance of
‘to the spirit of Hempel's conception of explanation that it is listed as
separate requirement. _
The three conditions (R1}, (R2), and (R3) are grouped together under
heading of logical conditions of adequacy in Hempel’s 1948 article
use he thinks that we can tell whether something satisfies them with-
tour needing any empirical information about the world.® But the last
ition, (R4), is different. This condition requires the sentences in the
anans to be true. But for most if not all of these sentences their truth
ity can only be determined empirically.” Elsewhere, Hempel calls 2
tsentences that satisfies the logical conditions of adequacy a potential
blanans. It is only when those sentences are actually true that we have
niine explanation. As far as the D-N model is concermned, Hempel's
ton of a correct or genuine explanation is strongly objective. A group
sciéntists may believe that they have given an_explanation, and they
indeed have considerable justification for their belief, but unless the
ntial explanans they provide is actually true, no genuine explanation
een given. Thus, for example, Hempel would deny that the phlogis-
theory of chemistry explained why metals burn in air {calcination).
? Because the phlogiston theory is, as a matter of fact, false. Of course,

| LOGICAL CONDITIONS OF ADEQUACY FOR D-N EXPLANATION

Rl The explanandum must be a logical consequence of the
planans. ‘ :

=

R2 The explanans must contain general laws, and these must be
sential for the derivation of the explanandum.

R3 The explanans must have empirical content; that is, it must |
capable, at Ieast in principle, of test by experiment or observatio

L] EMPIRICAL CONDITION OF ADEQUACY FOR D-N EXPLANATION

R4 The sentences in the explanans must be true.

Before discussing Hempel's defense of the thesis of structura.l idepti
(that is, his thesis that explanation and prediction are formally identical
and his other model of explanation (the I-S model), a few brief remai
about Hempel’s criteria of adequacy for a D-N explanation will be helpf
in understanding criticisms of his views. We offer brief comments on ea
criterion in turn. ‘ . :

Why does Hempel require that the explanans logically enta-ﬂ thej‘.
planandum? The reason is simple. If we have genuinely e:xplamed wh
the explanandum event has occurred, then we must have given sufficie
grounds for expecting that the event in question would occur. After
the question “Why did E; occur?” usually arises when other outcor
seem possible: why did E, occur, rather than, say, E, or E;? A completel
satisfactory answer to this question would thus show that E, was the :
event among the possible alternatives that could have occurred. Idedlh
then, an explanation must be a logically valid argument, for in a va?i
argument, if the premises are true, then the conclusjon also has to bf" tr
The best kind of explanation is one in which, given the informatloh
the explanans, the explanandum has to be true. If it were still possibt
given the explanans, for the explanandum to be false, then we would
have explained, fully and completely, why the explanandum event
curred. As we shall see later in this commentary, Hempel is forced to
this deductive standard of explanation in order to accommodate statist;.
explanations of particular events. _ .

Our discizssion of Carnap’s criticisms of Driesch has already tou
on the motivation for requiring that every explanation contain at least
law. Two additional features of this requirement are noteworthy.
Hempel does not require that the laws be causal. As far as Hemp
concerned, there can be perfectly satisfactory scientific explanations sole
in terms of Snell's law, Hooke’s law, the equation of state for an ideal
or the like. These laws, expressed in the form of equations, are sometim

called functional laws because they specify the mathematical functions
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we can say that phlogiston theory explained the calcination of metals, an
this is often the simplest way of expressing ourselves. But if we acce
Hempel’s empirical truth condition (R4) for explanation, then what w
really mean is that the phlogiston theory would have explained the bu
ing of metals in air if it had been true. '

ARTIAL EXPLANATIONS AND EXPLANATION SKETCHES

’I;]jére are other, more radical, kinds of explanatory incompleteness dis-
ussed by Hempel, namely partial explanations and explanation sketches.
1 partial explanation, even when all the missing premises are added to
e explanans, it still does not logically imply the explanandum. What
es follow from the supplemented explanans is not the original explan-
andum but something more general. For example, we might seek to ex-
: n:why some kinds of apple turn from green to red as they ripen.
uppose that we give an explanation but, even when our explanans is
iled out, what it actually entails is that apples change color as they ripen.
e the change from green to red in some kinds of apple is a special
s¢ of this more general sort of change, to that extent, Hempel is prepéred
all such explanations “partial.” But strictly speaking, a partial expla-
ation does not actually explain the explanandum it was invoked to ex-
n. Hempel offers a similar example from the Psychopathology of
ver);zday Life in which Freud attempts to explain why he wrote the wrong
in his diary. What Freud actually explained (even when his explanans
led out with the psychological facts and the presumed laws of Freud-
psychology that are missing from his account) is not the particular slip
e:made about the date, but why he performed an action that, in some
y or other, symbolically represented the fulfillment of one of his sub-
cious wishes. :
The final category of incomplete explanations, explanation sketches,
;§Ls_of those explanatory accounts that are so vague and incomplete—
short, so sketchy—that they fail to qualify as either elliptical or partial
lanations. At best, an explanation sketch provides a-general outline that

ight prove capable of being developed into a satisfactory explanation at
ié. future time.

ErLirricaiLy FORMULATED EXPLANATIONS

Hempel recognizes that the explanations scientists actually give often f
short of the conditions of adequacy for D-N explanation. But Hempel do
not see this failure of his model to describe actual scientific practice as
any way refuting the D-N model as an account of scientific explanatio
Partly this is because Hempel’s model is intended to be normative rath
than merely descriptive: his aim is to articulate an ideal of what a goo
scientific explanation should be like, not simply to summarize or deseril
the explanations that scientists actually give. Hempel arrives at his mod
not by ignoring scientific practice, but by reflecting on paradigmatic ¢
amples of scientific explanation (such as those mentioned in his articl
and then isolating their essential features. With his D-N model cleai
formulated, Hempel thinks he can explain why many actual scient
explanations fail to satisfy his model by appealing to pragmatic factors:
In many respects, Hempel's attempt to clarify the concept of exp
nation is similar to the analysis of the concept of proof given by logiciz
and philosophers of mathematics. The actual proofs that mathematicia
write down often leave out steps {considered obvious or trivial), but |
in no way undermines or refutes the strict, formal concept of proof tha
serves as our ideal. '
The most common way in which the explanations given by scienti
deviate from Hempel's D-N model is by being incomplete. For examp
why does ice float on water? Most scientists would accept as a satisfact
explanation the assertion that, unlike most substances, water expands whi
it freezes. This is an instance of what Hempel calls an elliptically form:
lated explanation. Some laws or facts are left out of the explanans of su
explanatory arguments. Why? Because the relevant laws and facts (such
Archimedes’ principle of buoyancy and the inverse relation between d
sity and volume) are so well known and accepted (at least by othet s
entists) that to write all of them down would be tedious and a wa
time. Consequently, the explanandum does not actually follow logicaliy
from the éxplanans, but the missing material can easily be filled in, a
once it is filled in, the amended explanans does logically imply th
planandum. So this kind of deviation from the D-N model is innocu
and justified on pragmatic grounds. Far from refuting the D-N mod
such examples actually confirm it, since the D-N account is able to expk
in a plausible way why so many actual explanations are incomplete, 2
in making them more complete we come closer to the D-N ideal. .-

| Hempel’s D-N Model and the Thesis of Structural
Identity ' '

'Thff The-sis of Structural Identity,” Hempe!l formulates his thesis as
onjunction of two claims or subtheses:

é‘{gry adequate explanation is potentially a prediction; and

very adequate prediction is potentially an explanation.

c__éuse Hempel’s thesis asserts that there is a symmetry between expla-
ion and Pl'.edlCtIOH, his thesis of structural identity is often called the
synimetry thesis, and criticisms of the thesis are instances of the symmetry
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objection. In his article, Hempel attempts to defend both parts of his thes
of structural identity against alleged counterexamples. '

In order to understand Hempel’s defense, several features of his thes
need to be underscored. First, although many instances of the symm
objection focus on deductive explanations, Hempel believes that his thes
applies to both D-N and I-S explanations.

Second, Hempel uses the term prediction in a special sense. Or
narily, we would say that Jones has predicted the outcome of the Sup
Bowl if he announces the name of the winning team before the game
played. In this sense, a prediction is simply a statemnent that need not'
accompanied by any supporting reasons or argument. But since Hemp

_is primarily interested in the explanations and predictions given by s
entists, he deliberately restricts the meaning of the term prediction to fr
dictive argument. Without this restriction, his thesis would be obviois
false. :

Third, Hempel intends his models of explanation to cover both #
explanation of laws and the explanation of events. But it makes liitle sen
to talk about the prediction of laws, since laws are not the sort of th
that happen at any particular time. So Hempel implicitly restricts his sym:
metry thesis to the explanation and prediction of events. :

Finally, Hempel recognizes that we can sometimes use laws and th
ories to make inferences about what has happened in the past on the b
of initial conditions and particular facts that hold at a later time. Th
inferences are often called postdictions or retrodictions, and scientists’
dinarily regard them as a species of prediction, for just like predictio
about the outcome of an experiment, postdictions involve the deducti
from a law or theory of something whose truth is not yet known.
Hempel is careful to exclude postdictions from the scope of his symme
-thesis. The reason is obvious: even though we can use Newtonian m
chanics to infer from the present positions of the sun, the moon, and
earth that a total solar eclipse occurred two thousand years ago, we cain
accept that the way things are now explains the way things were two tho
sand years ago; present events cannot explain past events. So the symmé
thesis is concerned solely with predictive arguments in Hempel's resir
sense, that is, with arguments in which all the initial conditions and.p
ticular facts hold at times prior to the event described in the conclusio

With these preliminaries in place, we may now consider objecti
to the symmetry thesis. Counterexamples to the first subthesis must:
adequate explanations that are not potentially predictions; counterexam:
ples to the second subthesis must be adequate predictions that are’s

potentially explanations. We begin with three objections to the:
subthesis—alleged examples of adequate explanations that could not
been used to predict the events that they explain. For convenienc
shall assign them titles. '

E SYPHILITIC MAYOR

“‘ic'.hae] Scriven asks us to consider a certain medical patient—the mayor
£ his town, let us suppose—whose name is Jones. Consider the question
Why did the mayor, Jones, contract paresis? Paresis is a form of generai
ralysis that affects only those who have had untreated syphilis for many
: This being so, the answer to our question is, Because Jones had
ntreated syphilis, and the only cause of paresis is syphilis. This, allegedly
an-explanation of why Jones now has paresis. But since only 10 percen'E
intreated syphilities go on to develop paresis, Jones's syphilis could not
e been used to predict his paresis. Indeed, since 90 percent of syphi-
tics do not contract paresis, we would have predicted exactly the opposite.
Hempel's reply to this objection is short and sweet: no adequate ex-
letiation has been given. Merely to cite one condition that is necessary
ut not sufficient) for the occurrence of an event—even if that condition
ed on a law—is not to explain that event. Presumably, it is a law that
people who die have needed to breathe oxygen while they were alive.
t—_we.do not suppose that we have explained why someone has died
trely by poiriting out that the person was an oxygen breather. Similarly
‘use one of Hempel's own examples, we do not think that we have
liined why a particular person won the Irish sweepstakes simply by
Gucing the fact that the person had bought a ticket.
Many people have judged Hempel's reply to be unsatisfactory, in part
cause, in the syphilitic mayor example, we know of no other factors that
mfluence the chance of someone’s being afflicted with paresis. There
thu.s.an understandable tendency to regard this example as an event of
r.c_)babiiity being explained by a statistical law. So what may in fact
sissue here is whether we should insist, as Hempel does, that any

.UFIONARY THEORY

1al Ye“i_ofls of the evolutionary theory objection have been raised by
pel’s critics. In its simplest form, the objection runs as follows:

in explained the origin of species using this theory of natural selec-
vorking on random variations. Scientists accept that Darwin’s theory
genuine explanations, yet no scientist has been able to use Darwin’s
o predict the coming-into-existence of any new species. Thus, ev-
mary theory explains but it does not predict. ,

i reply, Hempel stresses the importance of distinguishing between
‘._h.e calls the story of evolution and the theory of evolution, The story
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of evolution is a narrative describing the sequence of species that-have
arisen and become extinct since life first appeared on earth. Even if .
narrative is completely true, it has no explanz.atory import whatever. Its
merely a description of what has hapl:fem?d in the past. T_'he theorylf _
evolution, by contrast, employs general:zationslabout he_redlty,_ rnutatlt,;ll
and selection plus a host of detailed assumptions about environrmen
conditions and ecological relations. At best, this theory can offer gn!)lf i
tial, probabilistic explanations of general facts about species survival
extinction. What it cannot do, at least in the present mcom.plete state'
our biological knowledge, is explain why any particular species came it
existence when it did. In short, by arguing that evolutlona!ry theory
plains considerably less than one might have supposed, Hc_an_-:pel' <]i_emw
that evolutionary theory explains what it is unable to Predlct. Bl(:.) 0%[ .
may have reasonably good explanations of why, follownng the extinction
of the dinosaurs, other species were able to flourish and evolve, 'bUtl
cannot yet explain why, say, a particular species of rat or aardvark evol
when it did, with the characteristics it did. The random n.at-ure of
variations on which natural selection works .precludes explammg Orhk
dicting anything very detailed about the_commg—’_co—be of new s;?eti:es.é
the syphilitic-mayor objection, then, this one fails because}t is ffatsed
a false assumption (about the supposed extent of explanation o e:e.
ionary theory}. . o
CVOh;: 2iosély relsze)d objection to Hempel's theory, also involving etv_ollr
tionary theory, was raised by Michael Scriven.® Evep after a new trait
appeared in an organism, it is difficult to know ?vhether that trait isa
tive. [n particular, it is hard to judge the magnitude o'f the advantai&
any, that a new trait (such as a larger shell} conf_er's on its possessor. M
over, there is an ineliminable element of chance involved in dete:Tn;m‘
which individuals will actually survive. Even the fittest giraffe m;gb
killed by lightning before having the opportunity to mate _and prod
offspring. But once natural selection has f)perafeq for some time ondma
thousands or millions of individual organisms, it is much easier to enhﬂ
which traits are adaptive. Clearly, we must c.onfron't the.th'reat of '?{ﬁ
cularity of definition here—namely, th_at of simply 1d§ntlfy1ng the:
organisms with those that actually survive.” But tl}at aside, we must.g:r
that sometimes the information needed to explain an event can b.e‘
tained only by making inferences from the fact th?.t the event ln_qtf!e§
has actually occurred. Hempel refers to explanatlons. havmg.th;sl €1 "
as self-evidencing explanations. This notion plays 2 major role in e
treatment of the next objection, also proposed by Scriven, of a collap;
bridge.

CRIVEN'S BRIDGE

ometimes the only ground we have for asserting that some statement in
he explanans is true lies in our knowledge that the explanandum event
id, in fact, occur. This feature is at work in Scriven’s example of the
ollapsed bridge. The collapse tells us not only that metal fatigue occurred,
that it was serious enough to cause the failire of the entire structure.
filarly with the man who kills his wife out of jealousy or the patient
ho develops skin cancer after exposure to ultraviolet light: in all such
ses, we could not have predicted the relevant events, but we can nev-
cless explain them after they occur. Here again, contrary to the sym-
elry thesis, we seem to have explanations that are not predictions.
Hempel agrees that Scrivens bridge is a case in which we would not
wve had all the information necessary for predicting the collapse prior to
gecurrence. But, Hempel insists, this does not mean that Scriven has
ven a counterexample to the first subthesis because, when interpreted
nectly, that subthesis makes merely a conditional claim, namely:

alt the information in the explanans had been known and taken into

ceount before the occurrence of the explanandum event, then the event
ild havé been predicted. '

at Scriven has done is to show that, in some cases, the antecedent of
onditional is not satisfied. But this does not show that the conditional
false. ,

Hempel introduces the term self-evidencing to describe those expla-
tons in which the information that the explanandum statement, E, is
e:provides a crucial evidential support for one of the particular state-
nts in the explanans, C,. Hempel insists that such explanations are not
cular, since they are not being used to establish that E is true. As with
explanation, we already know (or presume that we know) that E is
; that the explanandum event happened as described. Thus, although
te using E as part (or even the whole) of the evidence for C,, we are
then using C, as evidence for E. Hence, there is no epistemnic circu-
. Moreover, although we are using C, to explain E, we are not also
E to explain C,. Hence, there is no explanatory circularity.

vention, involving the association between Koplik spots and the
easles, serves fo illustrate the problem.
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KorLik SroTS

Koplik spots are tiny, whitish spots that appear on the inside of one
cheeks about a week before one succumbs to a full-blown caseof measles
Supposing that the appearance of Koplik spots is always followed by th
measles, the connection between them may be judged lawlike. Such:
law can then be used to predict that a patient with Koplik spots will hav
measles a week later. Still, the Koplik spots do not explain why the patie:
will develop full-blown measles in a week’s time. £
Hempel suggests that our reluctance to regard the Koplik-spots argu
ment as explanatory likely reflects our doubts about whether measles d
in fact always follow the spots as a matter of universal law. Perhaps, h
conjectures, we could produce Koplik spots by injecting a small quanii
of the measles virus into someone’s cheek without the spots then beir
followed by full-blown measles. But this response to the Koplik spots cas
is not entirely satisfactory. For even if the relation between Koplik spo
and the measles is not one of universal law but merely one of high pro
ability, it remains unclear why the resulting argument would not satis
the conditions of Hempel’s I-S model and hence qualify as a statisti
explanation. (Hempel's I-S model is discussed in section 6.3 of this oot
mentary. : | |
To some of his critics, Hempel's models of explanation seem vulng
able to the Koplik spots example because the models include no conditi
that mentions causation. Why do the Koplik spots fail to explain the la
case of full-blown measles? Because the spots are not the cause of th
measles. Rather, the spots and the full-blown measles are both joint effec
of a common cause, namely, infection with the measles virus. In just &
same way we can use the falling reading on a barometer to predict tha
storm is approaching, but we do not take the barometer reading to be th
cause of the storm’s approach, nor do we take it to be an explanati
its approach. Again, we have prediction without explanation. The falli
reading on the barometer and the approach of the storm are joint effe
of a common cause, namely, a drop in atmospheric pressure. (In “Asgt
ments, Laws, and Explanation,” David-Hillel Ruben examines wheth
Hempel's models of explanation can be rescued by requiring tha
explanans contain a statement describing the cause of the explanands
event.) :
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THE FLAGPOLE AND THE PENDULUM |

Although Hempel does not consider these particular examples, the
often cited by critics of the symmetry thesis. A flagpole of height H,
a shadow of tength S. Given the law that light travels in straight lines, 2
the elevation of the sun, 8, we can deduce the length of the shadow o
the height of the flagpole. Thus, we have both an adequate predicti
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P(G/F) =095 Statistical law

xplanans HE PROBLEM OF AMBIGUITY IN STATISTICAL ExpLANATION
F Particular fact Exp

’ ' AS-.explained in his article, “Inductive-Statistical Explanation,” Hempel
Ca [0.95] Explanandum proposed his RMS in response to the problem of ambiguity in statistical

lanation. The problem of ambiguity can be regarded as an instance of
Hnore general difficulty arising whenever we wish to use statistical infor-
mation about classes of cases or events to decide the probability of a single
e or event. This is the so-called problem of the single case: for any
ot that we wish to explain, there will be many different reference classes
which the event could be assigned; each choice of a reference class
will present us with a different statistical law, and often these laws will
ve different ‘probabilities associated with them. Let us consider one of
fernpel’s own exampies. :
.+ We wish to explain why a particular day, n, November 27 in Stanford,
has the property, W, of being warm and sunny. Thus the explanandum is
Wn..Among the many reference classes to which n belongs i (on the one
iand) the class, N, of November days in Stanford, and the probability
warm weather on such a day, P(W/N), is 0.95. So if we assign n to
the reference class N, the high-probability condition is met and, appar-
tly, we have an I-S explanation of Wn. That is, we have explained why
November 27 in Stanford was warm and sunny by pointing out that n
longs to class N and citing the statistical law that says that the probability
warm and sunny days in that class is very high. But November 26 in
tanford was cold and rainy, and so n also belongs (on the other hand)
o'a.different reference class, S, of immediate successors of cold and rainy
ays in Stanford. Assume, with Hempel, that P(W/S) = 0.2. Thus, -
(~W/S) = 0.8, which we may agrec qualifies as high. Now if, contrary
fact, n had not been warm and sunny, then we could have used the
aw P(~W/S) = 0.8 to explain why November 27 in Stanford was not
varm and sunny. This, to Hempel, is intolerable. Of course, since 1 was
artm and sunny, we could not use P(~W/S) = 0.2 to explain Wr. But,
onetheless, without some further condition of adequacy for I-S explana-
ons, we are in the position of being able to “explain” the weather on
vember 27 in Stanford either way, whether the day was warm and
unay or not. For Hempel, this possibility of “explaining” an event
hether or not it occurred means that no genuine explanation has been
ven at all. '
We can state the problem of ambiguity as follows: given an [-S expla-
ation with true premises of some explanandum, Ga, there will often be
other I-S explanation with true premises and conclusion, ~ Ga. For
rvenience, let us call these two arguments (1) and (2):

Note that the conclusion of this I-$ argument is not “a is almost certz
to be G but the unqualified statement “a is G.” It is the fact that a is
that this inductive argument purports to explain. Hempel - insists that ¢
pressions such as “a is almost certain to be G” are incomplete and t.h‘
neither true nor false. All meaningful, empirical statements of probat'nh
must be qualified as being relative to some body of evidence. It is eith
true or false that ¢ is or will be G: what the full I-S explanation expresses
is that the truth of Ga is very probable relative to the statistical law a
the particular facts. o N .

From everything we have said thus far, D-N explanatxon_s would see
to be a limiting case of I-S explanations: when the argument is deductnfe
valid, the inductive probability of the conclusion relative to'the premis
is 1. Hempel denies this. He sees I-S explanations as es§entnally differe
from D-N explanations because, he insists, I-S explanat{ons must _be;
ativized to a particular “knowledge situation” (712). This epistemic re
tivity of I-S explanations arises from the requirement of mrimma] spec_lﬁq
(RMS), which Hempel imposes on all statistical expla,r}atxons 9f particul
events as a way of solving a certain problem of ambiguity‘thgt ir}f(?cts s
explanations.'” Hempel's RMS, and the problem of ambiguity it is med
to solve, are discussed in the next section. For the present, we wx]l.su
marize the conditions of adequacy for an I-S explanation of a partica
fact or event.

R

u LOGICAL CONDITIONS OF ADEQUACY FOR 1-§ EXPLANATION

S1 The explanaﬁdum must follow from the explanans with hi
inductive probability. :

S2 'The explanans must contain at least one statistical law, and |
must be essential for the derivation of the explanandum.

S3 The explanans must have empirical content; that is, it must
capable, at least in principle, of test by experiment or observatio

= EMPIRICAL CONDITIONS OF ADEQUACY FOR I-§ EXPLANATION

84 - The sentences in the explanans must be true.

S5 The statistical law in the explanans must satisfy the requirem
of maximal specificity.
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Argument 1 | Argument 2 _vgf, when we offer an explanation, we aiready know that the e.xp,lanan-
DGIF) = 095 P~ G/H) = 096 um event h_gs occurred. Incl.uding this fact in the premises would make
P He e argument 'tl'l‘fl?:.ll]y deductwe]y valid (not inductive) and nonexplana-
—~ : 0.95] S— [0.96) Ty (since no law in the premises would be essential to the deduction of

e conclusion). So we must limit Carnap's requirement of total evidence

ust that evidence that is of potential explanatory relevance to the
__ lanandum-event. In short, we must express the desired condition in
cha way that I-S arguments satisfying it will use the right reference class

fg Ptgseain-r.lrposes of explaining the explanandum-event. Here is Hernpefs

Now, it might be thought that ambiguity is not really a problem
all. Since an explanation is sought only once the explanandum eventh
occurred, we would never actually accept both (1) and (2) as correct
planations. But Hernpel judges this way of dismissing the problem to
unsatisfactory. Why? Because it is still the case that the premises of bo
(1) and (2) are true, and, let us assume, both are contained in our bo
of knowledge, K. (More will be said about Hempel's notion of a body
knowledge presently.) So if a had turned out not to be G, we could ha
given an equally strong explanation for ~ Ga. In what sense, then, ha
we explained the fact that Ga if by appeal to truths in K we could just
well have explained the fact that ~ Ga? To put the point in what may
a clearer form: if the essence of explanation is nomic expectability (th
is, predictability based on laws), then we cannot accept that (2) would:
just as good an explanation as (1) if a had failed to be G. Clearly, the
is 2 connection between Hempel's concerns over explanatory ambiguify
and his commitment to the thesis of structural identity (the symm
thesis) between predictions and explanations. K contains the premises
(1) and the premises of (2). Thus, if we are justified in predicting Ga,
would also be justified in predicting ~ Ga. The fact that Ga turns out
be true and ~ Ga false cannot be given as a reason for judging one:
these predictions justified and the other not. We cannot without furth
restrictions allow that both predictions are justified, for we would then,
justified in accepting a contradiction. Although K remains consistent:
der logical implication, it would not remain consistent under unrestrict
inductive inference. Arguments like (1} and (2) would inevitably genesa
what Hempel has elsewhere called “inductive inconsistencies.”"! ‘

We might try to avoid the problem of ambiguity by adopting Camaj
requirement of total evidence on all applications of inductive logic. Thi
requirement demands that we use all the evidence available in determit;
ing degrees of confirmation (inductive probability), allowing us to us
part of the total evidence only if the evidence we ignore is irrelevant
the conclusion (i.e., only if the conclusion has the same probability giv
the relevant part of the evidence as it has given the total evidence). He
pel believes that this suggestion is on the right track. The task is to re
Carnap’s requirement so that it addresses the specific problem of am
guity in statistical explanation. As Hempel notes, we should not interp:
Camnap’s requirement of total evidence as demanding that we use all
information available to us. For in that case all probabilistic explanatio
offered at a given time would have the same (very large) explanans: Me

r ¥ .
IEMPEL’S REQUIREMENT 0F MaXIMAL SpECIFICITY (RMS)

onsider our standard statistical explanation schema:

P(G/F) = r
Fb

Gh

t S be the conjunction of the premises, and let K be the-total set of
Jtemeflts accepted at the time the explanation is proposed. Hempel’s
' S___stllpul'ates that if (S & K) implies that b belongs to a class F,, and
F, is a_.s.ubclass of F, then (S & K) must imply a statement speci’fying
_._-Iirobatilhty o£ (i in subclass F,, say P(G/F,) = r,. Here, r, must equal
unless the probability statement =1 1§ si
"thematicalpprobabil?ty theory. PR = 1 s simply & theorem of
As its name indicates, the RMS irisists that we assign the explanandum
ent, Gb, to the most specific reference class {the maximally specific
erence class) to which it is known to belong. To understand better how
equirement works, we may consider again the explanation of why the
the-r in Stanford on November 27 was warm and sunny and the prob-
of epistemic ambiguity arising from the rival arguments (1) and {2).
call that argument (1) begins with the probability that, relative to the
of days in November, day n has the property W of being warm;
wment (2)' begins with the probability that, relative to the class § o%
s_ucge_edmg cold and rainy days in Stanford, day n has the property
f failing to be warm and sunny.) In this example, we have stipulated
ur body of knowledge, K, includes the premises of both argument
d-argument (2). Consider argument ( 1}, offered as an explanation
why that November day was warm and sunny. Is argument (1) an ad-
-;.b_le .i-S explanation of its conclusion, once we add the RMS? The
junction of the premises of (1) and K implies that 2, November 27 in
nford, belqngs to the class (N & S), which is a subclass of N. Now.
the conjunction of the premises of (1} and K implies the probabilit}:
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i it If the value:
£ W (2 warm and sunny day) in (N & S), or it does_lnot. :
;(W/I(\f z S} is not given, then the RMS is not satisfied. In that cas

neither (1) nor (2) will qualify as an adequate I-S explanation. Altera

tively, if the conjunction of the premises of (1) and K does imply t

i Tue of r; 5. O
P(W/N & S) = r,, then we have to consider what the va :
tl'Ee one hand, if ]rl'= r, where r is the numerical value of P(W/N), the_n_:

S is statistically {arid explanatorily} irrelevant to W, and argument (1) s
isfies the RMS. If there is no other reference class more specific than
to which n is known to belong, then argument (1} stands as an accepla
I-S explanation of its explanandum, Wn. On the_ other hand, ifr, #r,2
if the statement that P{W/N & 5) = r; is not srmply'a theorem of ma
ematical probability theory, then the RMS is not sahsﬁed, and argu.[rnﬁ_1
+ {1) is disqualified as an acceptable I-§ explanation. In this case, some o

argument referring n to the more specific class (N & S} may’ constitu

an acceptable I-S explanation of Wn only if it, in turn, satisfies the RMS

¢ reason for the “umnless” clause in the RMS is thus easy to apprecid
:l[:;e class (N & W) is clearly a subset of N, bu'{ %’(W."N &'W) =1 by.:1
probability calculus alone, and so the probabtl}ty of W in the su.bc..
(N & W9 must differ from the probability of W in the class N. Ob\-nou_s
without the “unless” clause, no inductive argument could ever satisfy
RM%S we have seen, Hempel explicitly relativizes the RMS to a particul
knowledge situation, K. What is K7 It is the class of all the sentences th
are accepted as true by empirical science at a given time. Thus, K co
{and quite likely does) contain some false sentencef, and the contefnts
K will change over time."? This feature of Hempc?l s RMS has profo
consequences for his concept of an I-S ex;)lal'i?tlon. I”c’ Tneans.th_atz‘.v
Hempel, there is no such thing as an objective, corre_ct- .mduchve exsl;)
nation independent of the scientific context. By relativizing the RMS

the beliefs of scientists at a given time, Hempel is admitting that induot?v
explanations (unlike their D-N counterparts} are fundamentally relative

and subjective: they depend on the beliefs of scientists for their very-

istence. Hempel calls this feature of inductive explanations the epistemic:

relativity of statistical explanation.

64 | Ruben on the Irrelevance Objection to Hempel’s -
Models of Explanation

Many philosophess of science have judged Hempel's models of explang:

tion unacceptable in one or another respect gnd have p'roposed altem
accounts to meet its difficulties. In the remainder of thfs commentary,
discuss two such accounts and the objections from which they arise.

first, from David-Hillel Ruben, emerges from an important criticism
Hempel's covering law model offered in various forms (by Peter Ac
stein, Wesley Salmon, and others) and is known as the irrelevance of

CommenTary | 78g

on. (The second account, by Peter Railton, is discussed in the fina) sec-
on of this commentary.) After evaluating the proposai that Hempel's ac-

unt might be repaired by including a description of the explanandum’s
use in the explanans—the causal condition—Ruben considers reasons
r departing from Hempel's insistence that explanations are arguments
wolving laws.

. In the first part of his article “Arguments, Laws, and Exblanation,”

ﬁben gives two sets of counterexamples to Hernpel's covering law model

explanation. The first set (using Ardon Lyon and Baruch Brody’s ex-

mples) concerns the explanation of laws; the second set {using Achinstein

d Salmon’s examples) deals with the explanation of particular facts. We
all focus on the second set. ‘

HE ARSENIC EATER

hinstein invites us to consider the ill-fated Jones, who eats at feast a

und of arsenic and dies within twenty-four hours. Suppose that it is a

W of nature that anyone who eats that much arsenic will be dead within

ay. From this law and the initial condition that Jones ingests more than
wund of arsenic, we can deduce that Jones dies within twenty-four hours
his eating the arsenic. Thus, we have here an argument that satisfies

the conditions of Hempel's D-N model and that seems to be a good

lination of why Jones died. But then we leamn that Jones did not die
arsenic poisoning but was run over by a bus shortly after his poisondus
al. Clearly, the D-N argument citing the lethal properties of arsenic
seems to fail as an explanation. Even though the premises of the
argument are true and make essential use of a (true) law to validly

entail that Jones dies within twentyfour hours, those premises do not ex-

‘why Jones died. Why? Because it was the bus that killed Jones, not
senic. The premises of the D-N argument are explanatorily irrelevant
¢ explanandum. (On pp. 722-24, Ruben considers a number of ways

which the D-N model might, using resources already present in Hem-

theory, be defended against the arsenic-and-bus counterexample and
aes that they are unsuceessful.)

E BirtH-CONTROL PILLS

I poor Jones yet again who figures in a counterexample to Hempel's

1, this time from Wesley Salmon. John Jones takes birth-coritrol pills
ularly and fails to become pregnant. This is hardly surprising. Yet it is,

mably, a law that any man who takes birth-control pills regularly will
:become pregnant, and John Jones is such a man. So we have a
argument with Jones’s failure to become pregnant as its conclusion.

it-clearly this argument does not explain why Jones failed to become
guant. Jones failed to become pregnant because he is a man, not be-
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cause he is a man who took birth-control pills regularly. The explanans
of the D-N argument does assert that Jones is a man, but it also includes
the irrelevant information about the oral contraceptives. As Ruben argues
it is the presence of this additional, irrelevant information that robs th
D-N argument of its explanatory power. 5

'ﬂag requirement of the maximal class of maximal specificity, what explains
the dissolving of the powder is not the fact that it is salt but the fact that
is either salt or sodium bicarbonate. On this proposal, to say that the
_PQWifI.er is salt is irrelevant—just as irrelevant as saying that it is hexed or
tha?lt was mined in Utah. And that just seems wrong. Surely, what ex-
plams the dissolving of the powder—at least at some level of e};planation

i§ the fact that it is salt. Thus, while the RMS fails because it permits
¢ explanandum to be referred to classes that are too specific, the new
'ro_posal fails because, in some cases, it requires that the explan:;ndum be
teferred to classes that are too wide.

Tue HEXED SaLT

Salmon and Achinistein’s examples can also be adapted to provide cour
terexamples to Hempel’s I-S model. Suppose, for example, that ordin
table salt has a high probability (say, 0.95) of dissolving when stirred int
cold water for five minutes. I take some salt and place a “dissolying spel
on it. It is now a sample of hexed salt.’ It is a law that all hexed sal
dissolves in water with a probability of 0.95. But although this law can

used to predict that my sample of hexed salt will dissolve in water, it doe
not explain why it does so. As with Salmon’s birth-control pills example
the I-S argument based on the hexed-salt law contains irrelevant
formation. :

Notice that in the hexed-salt example, Hempel's RMS is satisfied:
There is no more specific reference class to which the hexed salt co
be assigned that would make any difference to its chances of dissolvir
Indeed, what has gone wrong in this example is that the salt has alread
been assigned to a reference class (the class of things that are hexed
that is too specific. The solution to the problem might seem to lie i
simple modification of Hempel's RMS. Instead of requiring that the
planandum be referred to the most specific class that makes a differe

"to the probability, we should instead assign the explanandum to the wid
least specific class that satishes the RMS. Salmon has named this:
requirement, the requirement of the maximal class of maximal specifi
Unfortunately, this proposal (which Hempel advocated in 1968) will
work. !

To see why it fails, suppose, for the sake of argument, that sodiiz
bicarbonate has a probability of 0.95 of dissolving when stirred into cot
water for five minuies. This is exactly the same as the probability of
(sodium chloride) dissolving under the same circumstances. Some Wl
powder (that we know to be salt) is stirred into cold water and after
minutes all of it has dissolved. What explains the fact that the pow
dissolved? According to the requirement of the maximal class of maxi
specificity, we must seek the widest class that satisfies the RMS. The
of things that are salt satisfies the RMS; so does the class of things’
are sodium bicarbonate; and so, too, does the disjunctive class of th
that are either salt or sodium bicarbonate. On the assumption the
know of no other chemicals that dissolve in water with a probabili
0.95, it follows that the class of things that are either salt or sodiu
carbonate is the widest class that satisfies the RMS. Thus, accordi

PROPOSED CURE FOR THE IRRELEVANCE PROBLEM: THE
ysaL CONDITION '

}T\‘eﬁection_ on the irrelevance problem (and on the symmetry problem
cussed earlier) leads naturally to the idea that an adequate explana’cior;

for a particular fact must include a description of the cause of that fact
Rgben quotes Salmon as saying, such a proposal would “put the cause'

ack into because” (728). Thus, we need to consider whether Hempel’s .

;{161_ can be repaired by adding an empirical causal condition—a con-
on requiring that the explanans contain a description of the cause of
xplanandum and that this description play an essential role in the
tion of the conclusion of the explanatory argurment:

3 remedy for the irrelevance and symmetry problems, the causal-
tion sounds promising. But as Timothy McCarthy has shown, and
Ruben explains, the causal condition is no guarantee that the resx;lting
rument will be genuinely explanatory. Consider a version of the first of
McCarthy's counterexamples, regarding an aitempt to explain why a par-

r forest caught fire. Let us suppose that the actual cause of the forest
2s a lightning strike. Our D-N argument (substituting for the As, Bs
nd Ds in McCarthy's formula) runs as follows: o

All metals are conductors,

.Tbe ‘fores.t_was struck by lightning, and this screw is metallic.
E_xther. this screw is not a conductor, or the forest was not struck by
lightning, or the forest caught fire.

“The forest caught fire.

ttec'ily, t_his example is highly artificial. But the point is that, even
1L it satisfies Bempei’s requirements and the causal condition, this
ment surely fails to explain why the forest caught fire, because it is
I.

The circularity in the forest fire argument can be diagnosed in the
Giving way. Premise {3) is a disjunctive statement containing three un-
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related disjuncts. In order for premise (3} to be true, at least one of
disjuricts must be true. From premises (1) and (2) we can dejdu?e that th‘_.
first two disjuncts are false. So to know that the third premise is true; we
must know that the third disjunct is true. But the third disjunct is simy
a restaternent of the conclusion. Thus, in a fairly obvious.s§nse, t'he for
fire argument is viciously circular. It was this problem gf vicigus circularity
that Jaegwon Kim attempted to avoid in the way described by Ruben. Ki
imposed yet a further condition, namely, that the gxplananduml {thec
clusion) not entail any of the conjuncts in the singular premmises wh
those premises are written in -conjunctive normal form. I_(lms condition
rules out the forest fire argument because the third premise of that ar ’
ment is already in conjunctive normal form and is entailed by the. exp]:an—
andum. However, as Ruben explains, McCarthy. was able to devise yet2
further argument that satisfies Hempel's conditions, the‘caus_al condition
and Kim’s condition but that still fails to explain its conclusion.

Moreover, in such a construal of explanation no law is explicitly

It is in this way, then—by considering important objections to Hem-
I's covering law model and the difficulty of avoiding them with a causal
ndition—that Ruben is led to a view of explanation that departs signif-
ntly from Hempel's model. In particular, this new account of expla-
tion denies two of Hempel's key doctrines: that explanations are
guments and that they must explicitly involve laws. '

RuBEN ON THE ROLE OF Laws IN ExpranaTION

en agrees with Hempel, Carnap, and others that if explanations are
guments, then explanations must include laws. {(In a D-N argument
explaining a single event, the lawlike generalization is essential if the
femises are to entail the conclusion.) But, clearly, it does not follow from
that if explanations are not arguments, then they need not include
laws; "nor does it follow that laws are irrelevant to explanation. Ruben’s
own position is that every explanation is a single staternent, not an argu-
ment. Some explanations (especially those in the physical sciences) do
nchide laws, but the role laws play in such explanations is not that of a
mise in an argument. Other explanations can be full and complete
without containing laws, although relevant laws do still play an important
e’in such explanations. :

In the final two sections of “Argurnents, Laws, and Explanation,”
ben discusses how laws can be relevant to explanation on his single-
ement view. On Ruben’s view, o's being F is the full explanation of
‘o5 G only if it is a law that all Fs are G, without exception or
lification. If it is false that all Fs are G, then o’s being F does not fully
explain why o is G. Perhaps the real connection between F-ness and
ess is more complicated and the relevant law is: X)(Fx & Kx & Hx &
3 Gx). The point is not that the explanation of why o has property
wst includé the Taw (x)(Fx & Kx & Hx & Jx 2 Gx). Rather, it is that
Il explanation of why o is G must mention not only that o is F, but
that o is K, H, and | as well. In this way, laws can be relevant to
kplanations without appearing in them explicitly.

Let us now suppose that it is a law that all Fs are G and that someone’
ms that o’s being F is the full explanation of why ¢ is G. Ruben argues

at-such a claim seems correct not because of the law (regarded as the

neralization that all things that are F are also G), but because the law

lls to our attention the properties that o possesses. From this point of

e, it s strictly irrelevant that other F-things are also G-things; what

atters, and the only thing that matters, for explaining why o is G are the

erties of Fness and G-ness that this particular thing, o, happens to

* The explanatory work is done by the properties o possesses, not by
liw stating that all Fs are G. ,

6.5 | Ruben’s Sing]e-Statement View of Explanation

The purpose of the causal condition, in meeting the irrelevance and s
metry objections, is to tighten the connection between explanans and
planandum so that their deductive relation exists by virtue of some actus
causal connection. But notice that the proposed causal con::htxon me;el
requires that the premises of an explanatory argument mention the eve
¢, which, as a matter of fact, is the cause of dne_explanan‘dum. event
T"he causal condition does not require that the premises contain a sta
ment that says “c is the cause of e.” McCarthy’s counterexamples' sh
that, in this form, the causal condition is too weak: a mere mention o
the cause does not secure the explanatory relevance we seek. But a suit bl
strengthening of the causal condition is not easily accomph.shed. SupE
we strengthen the causal condition so that it now does require a statemen
in the premises that says “c is the cause of ¢.” Tlhe consequences of this
adjustment for the theory of explanation are radical. For it now errlle;rg;s
that all explanations of particular events would reduce to a very simp;
argument that has but a single premise, namely:

¢ is the cause of e.

2.

As Ruben remarks, this argument is so trivial that thel thesis of Hem
(Carnap, Mill, Aristotle, and many others) that expl_anatlons are argume
is called into question. For it seems that we could just as well say thaf
explanation of ¢ is the single (true) statement that c is the cause.ol
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shadow and the elevation of the sun, but this prediction does not explain
hy the flagpole has the height it does. Nomic subsumption is not suff-
‘cient for explanation.
- According to Railton, what is lacking in D-N arguments that fail to
«explain is an account of the underlying mechanisms responsible for caus-
ing the fact to be explained. Without providing some such account, many.
N arguments are too superficial to explain their conclusions. To explain
why this A is also a B, we need to do more than cite the law that all As
a1¢ Bs. For even if the law in question is causal, the explanation would
- Incomplete without an account of the mechanism {or mechanisms) at
vork. This condition, that an explanation provide a mechanism, plays a
central role in Railton’s effort to give an account of probabilistic expla-
nation. Railton insists that explanations require mechanisms éven when
the phenomena in question are not deterministic but irreducibly proba-

bilistic,

As Ruben remarks, it is hard to see why it should be thought relevant
in explaining why this thing has property G to be told, via a law stafe:
ment, about other things that also have properties F and G. Np .doubﬁ
some connection between F-ness and G-ness must hold, but this is pe
cisely what the explanation claim under consideration already EXpIesEs
If 0’s being F is the full explanation of why o is G, the.n, because gf the
implicit generality of the properties F-ness and G—ne_ss, it follows logically
that it is a law that all Fs are G. But the law itself is not part of the

lanation. :
o In the final section of his paper, “Generalizations Get Their
venge,” Ruben argues that laws (and theories) are'ofFen indirectly x:elevant
to explanation, especially the deep kinds of explanatlon' one finds in ph
ics, by providing scientists with the vocabulary 'u? which to phrase th I
explanations. What distinguishes a deep explanation from a shallow ong
is the explanatory power of the predicates that the expljematlon statement
employs.”* Almost inevitably in such cases, the explanation statement wil]
explicitly include laws that connect the deep, explanatory properties wi !
the more superficial properties used to describe the explanandum. Thm,
on the surface at least, a full explanation in the sciences on .Rubens:
count may end up looking very similar to an idea} Hempel.lan D-N
planation, but the philosophical interpretation of what this and oth
explanations really are is fundamentally different.

DUCTIVE ARGUMENTS

Railton takes issue with two prominent features of Hempel’s 1-S model of
babilistic explanation: the requirements of high probability and maxi-
mal specificity. Railton thinks that both of these objectionable features
stem from Hempel's insistence that the statistical explanation of particular
icts.be a type of inductive argument. Railton’s proposal, in light of this
hagnosis, is simple and radical: probabilistic explanations are not in-
uctive arguments. Indeed, on Railton’s D-N-P model, probabilistic ex-
nitions are not arguments at all; they inciude argurnents, but none of
1€ arguments they include is inductive, and the explanations are not
iemselves arguments.
To appreciate Railton’s diagnosis of the source of those two fea-
s'he finds worrisome in Hempel's I-S model, consider, first, the high-
bability requiremnent. An inductive argument’s strength depends on the
égree of probability that its premises confer on its conclusion—the higher
¢ probability, the stronger the argument. If statistical explanations are
ductive arguments, then the high-probability requirement immediately
llows: 4 statistical explanation will be strong only if it establishes that the
anandum occurs with suitably high probability. Now consider the
BMS. Inductive arguments are notoriously sensitive to the addition of in-
mation to their premises. (In this respect, inductive arguments differ
om deductively valid arguments. If an argument is deductively valid, then
mains valid, no matter what is added to its premises.) If Smith is a
enty-year-old woman, and 90 percent of such women survive to cele- -
e their fortieth birthday, then, relative to those premises, the probability -
¢-conclusion that Smith will live at least another twenty years is quite
h. But once we add the information that Smith has AlDS, the proba-
ity-of her long-term survival plummets. Thus, we generate the problem

6.6 | Railton on What Is Wrong with Hempel’s N{odel
Explanation

In his article “A Deductive-Nomological Model of Probabilistic Explan
tion,” Peter Railton begins by discussing what he takes to be tl:le fun;
mental flaws in Hempel's two' models of explanation. After diagno
these flaws, Railton presents his own account, the D-N-P model of:
planation.

NoMic SUBSUMPTION

Throughout his writings on explanation, Hempel’s gpiding assumptioi:
that to explain some event or phenomenon is essentl‘ally a matter ‘of.-sr
suming the explanandum under a law (whether. universal or statistic
For Hempel, explanation just is nomic subsumption. But_ as we have seett
from the earlier discussion of the thesis of structural identity aa'ui
symmetry objection criticizing that thesis, not every case of nomic:§
sumption is an explanation. We can, for example, use the laws of op!
and geometry to predict the height of the flagpole from the length of
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correct explanation cannot depend on our beliefs and neither can what it
s for a proposition to be true. Indeed, it is only if being a correct expla-
nation and being true are beliefindependent that we can make sense of

of ambiguity that Hempel's RMS ‘is intended to solve.. Again, the rootol
the problem is the inductive nature of the arguments involved.

our beliefs that particular propositions are true or that particular expla-
nations are correct. _ _

“" Part of the reason for Hempel’s error, Railton thinks, is that Hempel
has failed to take seriously his own distinction between statistical descrip-

tions (that just happen to be true) and genuine probabilistic laws. Suppose,

on the one hand, that determinism were true. In this case, all laws would

be universal; there would be no probabilistic laws and thus no correet or

friie probabilistic explanations. In such a purely deterministic world, sta-

fistical explanations would be merely a stopgap measure until we could
discover the true, objective D-N explanations of the things that happen in

that world. The statistical “laws” mentioned in such explanations would

not be real laws at all but merely expressions of our ignorance at a given

¢. While it may seem as if, in a completely deterministic world, the

nditions for Hempel’s I-S model of explanation would be satisfied (cap-

tering our best probabilistic explanations in varying states of ignorance),

m fact they would not be satisfied, simply because in such a world there

TueE HicH-PROBABILITY REQUIREMENT

Assumning that Railton has correctly traced th_e problems witl:x I.-Iempe.l.’.s.;
high-probability and maximal-specificity requirements to their mduE:tme:
source, are these features as damaging to Hempel's account. gisaﬂton
claims? The high-probability requirement has often been cr1t1c1zed -(by:
Salmon, Jeffrey, and others) on the grounds that it rules out the possx!::htyz
of explaining improbable events. Railton gives the example of a genuinel
random wheel of fortune with 99 red stops and 1 black stop. The stipu:
lation that the wheel is genuinely random means that no factor, even
principle, can affect the outcome once the \{vheel ha}s been set spinning.
Each stop thus has exactly the same probability of being chosen‘ when th
wheel comes to rest. In a setup like this, it seems absurd to insist that we
can explain why the wheel halts at a red stop but not why'the v\lzheel ha
at the black one. Surely, the explanation is equally good in Cflt]"let ca
regardless of the outcome—there is an irreducibly indeterministic mec
anism that generates 1ed with probability 99/100 and black with prf)babll
1/100. Hempel's high probability requirement seems to L?onﬂate‘ mductl?g
strength with explanatory value. It is the second that_ is of concen i
seeking an adequate account of explanation: The predictive 1nferepce K
the conclusion that the wheel will stop at black is much v‘v_eaker, indug:
tively, than the inference to the conclusion that the v\fhgel will stop at;
But the explanation of why the wheel stops at blaclf is just as good as
explanation: of why the wheel stops at red, since, in either case, the
planatory statements provide us with as much of an under.standmg of t
underlying mechanism as it is possible to have.. -Explan?tlons should.‘b_;
judged by the completeness of the explanatory l'nformatlian they provi
not by the strength of the inferences they permit. Tolthmk otherwise
in Railton’s words, to confuse explanation with induction.

ould be no genuine probabilistic laws at all,

:On the other hand, suppose that the world is not deterministic but is -
overned by at least some true probabilistic laws. Once we realize that

ue probabilistic laws requite genuine indeterminism, the epistemic rel-

ativity: thesis collapses and with it goes the motivation for Hempel’s RMS.

emember that the RMS says that, for the purposes of explaining why o

s property G, we should assign o to the most specific reference class

which we have knowledge that would make a'difference to the pro-

bability that o is G. (It is the reference in RMS to our state of know-

edge, that is, to our beliefs at a given time, that makes probabilistic

planation epistemically relative on Hempel's account.) But if it is a gen- -
ine law that the probability that o is G, given that o is F, is 0.95, then

ere cannot be any more specific reference class than F to which o could

‘assigned that would make a lawlike difference to the probability that o

-1 it is a genuine probabilistic law that P(G/F ) = 0.95, then, if o

Fy the real, objective probability that o is G is 0.95, regardless of
hat angone thinks or believes. Genuine probabilistic laws require inde-

miinism, and such indeterminism guarantees the objectivity of statistical
anation.

THE MAXIMAL SPECIFICITY REQUIREMENT

Railton rejects Hempel’s requirement of maximal specificity becau§§
relativizes the concept of probabilistic explanation. if Hempel were I
then there could be no correct or true probabilistic explanation gf 4
thing, for all such explanations would be relative to the state of scienti
knowledge (and ignorance) at the time they were pr.oPo.sed. For_Rfu_l
this is unacceptable because it would deprive probab}hstlc.explanatmn
its objectivity.!® It is important to note here that Railton is not den;;
that which explanations we believe to be correct f:lepends on our bel;‘
In just the same way, which propositions we b-ellleve to be frue also
‘pends on our beliefs. But, Railton insists, what it is for something to b

| Railton’s Deductive-Nomological Model of
~ Probabilistic Explanation

zilton’s main concern is the explanation of what he calls lawful chance
nomena. Chance phenomena (such as radioactive decay) are lawful
hen they obey a statistical or probabilistic law. Like Railton, we shall
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- The explanandum, the event to be explained, is ¢’s having property
s attime t,, which Railton writes as Ge,fy. For example, the explanandum
might be that a particular wheel of fortune, ¢, stopped on black at time
+ The staternent that this event occurred dppears again at the end of the
xplanans, but only as a parenthetic addendum. Putting Ge,t, in paren-
theses in line (e) is Railton’s way of indicating that the explanandum is
ot the conclusion of the explanans, nor is it inferred from the explanans.
Rather, the parenthetic addendum is put there simply to remind us that

explanandum event did, in fact, occur. Remember, although the ex-
lanans containg arguments—the deduction of (d) from (b) and (c), plus
hatever arguments are involved in the theoretical derivation of the
robabilistic law in line (a)—the explanans as a whole is not itself an argu-
€nt.

focus on the explanation of particular events that are brought about b
chance mechanisms in a lawful way. .
Several key elements of Railton’s D-N-P model of 'expl’anat%o'n haj{
emerged already from the preceding discussion of Railton’s critique 0
Hempel. Those elements can be summarized as follows:

® all explanations are objective; none of them is relative to a setd
beliefs or to the state of scientific knowledge at a particular tim

® explanations are not arguments, nor should they be evalua'ted asi
they were arguments; explanations are accounts that provide rele
vant information,; .

" explanations (whether probabilistic or not) require not only laws bqt
also an account of the undexlying mechgmsm(s);

® probabilistic explanations require genuine probabilistic laws: gen
ine probabilistic laws require indeterminism; .

= there is no high-probability requirement for probabilistic exp!a
tion; improbable events can be explained just as well as highly
probable events. :

d stops and 1 black stop, and G is the property of stopping on black
the wheel has been set spinning, then the value of r is 1/100. (In this
zmple, the probability does not depend on time and so the variable #
1 be dropped from the statement of the faw.)

" Line (d) is derived from lines (P} and (¢) in two steps: by universal
stantiation followed by modus ponens. Again, it helps to consider our
ple example of the wheel of fortune. The probabilistic law for the
ecl of fortune is a universal generalization: it says (ignoring the time
ariable) that “for any object whatever, if that object is a genuinely random
wheel with 99 red stops and 1 black stop, then the probability that the
eel will stop on black is 1/100.” Universal instantiation allows us de-
ce that this generalization holds for a particular object, such as e. So we
get the conditional statement: “if ¢ js a genuinely random wheel with 99
stops and 1 black stop, then the probability that ¢ will stop on black
100" In our wheel of fortune example, line {¢) tells us that the
cedent of this conditional statement is true: e is indeed a genu-

RaiLron’s CONDITIONS OF ADEQUACY FOR D-N-P
EXPLANATION

Like Hempel's D-N model, Railton’s D-N-P model can be set out in s
matic form. (We have made minor changes to Railton’s notation.)

| Explanandum  Ge,t, : ¢'s having property G at time ¢,.

Explanans

a A theoretical derivation of a proba- Theoretical deriv
bilistic law of the form (b).

_ ilistic ) s we can deduce further that the probabili that ¢ will stop on

b (#)(x) [Fxit — P(Gxt) = 1] E:;bablhsm kis 1/100. As Railton remarks abou? an exagly similar-dedugtion
c Fet Initial argument (2) on page 754), it is vital for the first step of this derivation
B condition . that {b) be a genuine universal law, for only then can conclusions be
Deductive argume uced from it by universal instantiation. I (b) were merely a statisti-

d P(Get,) =7 Statement of generalization saying, in our example, that in a very large sample of N
e a single-case heels, on average, N/100 of them stop on black, nothing could be validly

propensity -
Ge,t Parenthetic
¢ (Get : .addendum

educed about the probability that this particular wheel ¢ will stop on
k. )

Line (a) of the explanans e;cpresses Railton’s requirement that any
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adequate explanation must specify an underlying mechanism that causall
brings about the event to be explained. While the derivation of the pro
abilistic law of the form (b) is indeed meant to issue from scientific theory
Railton has in mind a quie liberal notion of what counts as a mechanis :
For example, in the quantum-mechanical derivation of the law of radi
active decay, which Railton gives as his central illustration, the alpha pa
ticle .escapes from the nucleus by what is called tunneling or bari model, if (as we have supposed) the coin has a lawlike, indeterministi
penetration. But tunneling is not a visualizable mechanism or any kin déncy of ¥ to yield a head on any toss, and if we to;s-]?h y er{nm%St;lc
process that is continuous in space and time. Like other distinctively quan es and get, much to our surprise eight’heads in a row tff CO:}T; e;lg.lllt
tum phenomena, it involves the discontinuous changes in energy cinplete’ explanation of that outcom’e is that the coin had‘,a opens f
momentum of a system obeving the fundamental laws of quantum mé “'to behave in that way when tossed. The full ex lanati ETOI?‘:ESW ;
chanics. The alpha particle, for example, only has a distinct existence d ome.has been given when the true chance of it gccurflo : h orer
a particle, with a well-defined trajectory and mornentum, after it- has been given, T owever
emerged from the nucleus. To refer to tunnéling as a mechanism requirg ike probabilities, propensities range in numerical value from 0 to 1
using the word mechanism in a very broad sense to mean, roughly, a lay -propensities are not the same as probabilities. The differe Oﬂb1 twO .
governed process (not necessarily spatially continuous or extended in timg iobabilities and propensities can be illustrated ii’l the follo g e efnl
that causally brings about the event we are interested in. Newton's forc pose that we have a 50-50 mixture of two radioactive IWIng exaf? ; f:i
gravity, acting instantaneously at large distances through a vacuum, wouk ach with a different, known propensity to emit al haerzmerétvs’ k o
qualify as a mechanism. The important thing, for Railton, is the theoretics ow-likely it is that the A atoms will emit an alpha E; in zs‘ vem fime
derivation, not the intuitive idea of a mechanism as an assembly of pulléf terval, and we know how likely it is that the B aptoms ‘Zill emigtlzerana?rﬁe
wheels, and strings. y:in the same time interval. Suppose that an alpha ray has been emigeg
m the mixture. From the information provided we can, using Bayes's
teotem, caleulate the probability that the alpha ray came from the A
ms, and we can also calculate the probability that the alpha ray came
. thg B atoms. But neither of these inverse probabilities can be a
pensity, for an alpha ray existing at a given time cannot have a pro-
sity to have been produced from a particular source at an earlier time.”?
opensities are indeterministic causal tendencies. Like causes in general
opensities have a forward temporal direction, from the past and presen’;
l_:_the future. Unlike probabilities, propensities can never run from the
tesent to the past. Obviously much more work is needed before we can
a clear notion of what propensities are. Railton’s own suggestions are
arest beginnings of this project.

fnd :thz'a la?vs of mechanics, the coin has a physical probability of exactly
% of yielding a head on any toss. Even if the coin is never tossed, it has
that propensity. If the coin is tossed and lands tails, its prbpénsity t’o vield
heads on the next toss remains . Propensities are not the same as fre-

PROPENSITIES AND PROBABILITIES

The deductively valid argument appearing explicitly in a D-N-P explz
tion is the inference from (b) and (¢) to (d). Thus, just as in Hempet
D-N model, this argument contains a statement of law and a statemen
initial conditions in its premises. The crucial difference between the’
models lies in the nature of the law and the resulting difference in th
conclusion. In a D-N-P explanation, the law is probabilistic and express
the propensity, P(Gx,t), for an object or system, x, to have the property
at time t. What is a propensity? It is a property of the single system
lawlike tendency or physical probability for that system to behavej
certain way. The conclusion that P(Ge,t,) = r, which is deduced from
and (¢), is a single-case probability; it is the probability that this particuk
e is G at the time in question. This notion of a propensity as a single-tés
probability is crucial to Railton’s model. As Railton says in his paper,*
D-N-P model is viable only if sense can be made of propensities, o
objective, physical, lawful, single-case probabilities by any other na
(761). : -

We can iry to grasp what propensities (or single-case probabilitiés)
supposed to be by considering the simple example of a perfectly syms
rical coin. Because of the perfectly symmetrical distribution of its :

TON’s RESPONSE T0 SoME OBJECTIONS

ovyard. the end of his article, Railton raises several objections to his
NP model of explanation and responds to them. One of these objec-

ew lpher_n-)mena outside of quantum mechanies are genuinely inde-
nistic. SCernces such as evolutionary biology, genetics, epidemiology.
nomics, sociology, fluid mechanics, and meteorology all deal with phe-
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nomena that are deterministic but very complicated. Statistics and pro
ability are used by these sciences, but largely because we are ignorant
the many thousands (often, millions) of initial conditions actually det
mining the behavior in which we are interested. Thus, on Railton’s mod
none of these uses of probability and statistics would be explanatory;’
calculations, predictions, and arguments involved are not D-N-P exp
nations. On the other hand, Railton’s model is accused of being too bro
because, if any genuinely indeterministic propensities whatsoever afe’
work, however minuscule, then a proper D-N-P explanation must tak
account of them. For example, when an ice cube is placed in a
of warm water, we expect it to melt. Normally, we would think tha
have explained this melting by showing that it follows from the 1
of classical thermodynamics (such as the second law stating that, in
lated systems, entropy always increases). But ice and water are compos
of molecules, and the molecules of atoms; since atoms are subject-
quantum-mechanical Jaws, there is a small probability that those miol
cules could move in such a way that the ice does not melt but instes
becomes even colder while the water becomes hotter. The probability tha
this might happen is very, very small, but it is not 0. Thus, the propensit
of the ice to melt when placed in water is not exactly 1. {So the sec
law of thermodynamics is not really a law at all because it is, stictl
speaking, false that entropy must always increase.) Consequently, a pro
explanation of the melting has to be a D-N-P explanation in which
exact numerical value of the propensity is calculated. {This,. of cours
a very difficult task and not one we are normally able to perform.) M
over, as Railton points out, just about everything that happens
world, even at the macroscopic level is, to some very small degree; «
tingent on what happens at the atomic level. So even an explanatio:
human behavior or the motions of the planets would have to inc
a fiendishly complicated quantum-mechanical calculation of the reh
vant propensity before it could qualify as a proper, probabilistic expl
tion.

treri;ely‘ difficult. The fault, if fault there be, lies in the complexity of the
tld, not in the demands of the D-N-P model. :

|  Summary

’gh'e second half of the twentieth century, most of the philosophical
ate concerning the nature of scientific explanation has centered around
empel’s covering law thesis and his two models of explanation, the de-
tive-nomological (D-N) and the inductive-statistical {1-S). According to
covering law thesis, -explanations are arguments (either deductively
d or inductively strong) that have among their premises at least one
stafement of an empirical law. As Wesley Salmon has pointed out, Hem-
s covering law thesis is characteristic of an epistemic conception of
cientific explanation, since it takes explanation to be essentially an infer-
¢ showing that the explanandum event was to be expected. Given the
rmation in the premises of the explanatory argument, the explanan-
-event could have been predicted, either with certainty {D-N) or with
h probability (I-S). This capability of being used as a prediction is seen
many philosophers of science as the hallmark of a good explanation.’
Hempel, Carnap, Nagel, and others, being able, at least in principle,
iedict the event to be explained guarantees that the explanation has
ble, empirical content and gets to the heart of what distinguishes gen-
¢‘explanation from mere pseudoexplanation.
- Hempel's commitment to the epistemic conception of explanation is
ade-explicit in his advocacy of the thesis of structural identity, that all
dequate explanations are potentially predictions and that all adequate
lictions are potentially explanations. In ‘other words, Hempel insists
ere is no formal, objective difference between explanation and pre-
. Whether an argument is an explanation or a prediction depends
ragmatic factors, such as when the argument is put forward and the
ons of the scientist who presents the argument. Predictive argu-
are advanced prior to the events mentioned in their conclusions
to test the theory from which the laws are taken or, if the theory
its Jaws are well accepted, to provide a reliable basis upon which to
£ the future. Explanations are advanced after the events mentioned
1 conclusions in order to achieve a theoretical understanding of why
c-events occurred. We make predictions in order to anticipate.the
we give explanations in order to understand the past. But, accord-
o:Hempel, in either case; the formal structure of our reasoning is the
and is captured by the D-N and I-S models.
Attacks on the thesis of structural identity (by Michael Scriven and
go under the general heading of the symmetry objection. They

2.

Railton’s response to both arms of the objection is fo concede’
point it makes, but to deny that this reflects badly on his model. Thi
Railton willingly embraces the conclusion that if a system is genui
‘deterministic, then however complicated it might be, no real explana
of its behavior can be probabilistic. Whatever else we are doing whien
appeal to probabilities or statistics in contexts like this—whether it
dicting, approximating, or estimating—it is not explaining, and we shiot
not pretend that it is. Likewise, if the system is indeterministic, to wha
small degree, then we cannot shirk our explanatory responsibility by
noring that fact. In the final analysis, the aim of explanation is to ad

a true understanding of the ways things really are. Being consciénti
about that aim makes the task of explanation—genuine explanation-
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sion depends directly on the value of the probability that appears in the
istical lawlike premise of such arguments, it follows that, on Hempel's
model, it is impossible to explain improbable events. Both of these
eatures—the episternic relativity of 1-S argurments and the high-probability
equirement for explanation—have struck critics (such as Salmon and Rail-
on as serious flaws in Hempel's account. '
.+ Peter Railton has proposed his deductive-nomological model of prob-
bilistic explanation {the D-N-P model} as an alternative to Hempel’s ac-
onnt. Unlike Hempel's 1-S model, Railton’s D-N-P model regards
obabilistic explanations as fully objective (not relative to any set of sci-
ntific beliefs) and permits the explanation of improbable events, Like
aben, Railton denies that explanations are arguments, although unlike
itben, Railton thinks that all explanations must contain a deductive ar-
ment based on a law. Central to Railton’s D-N-P model is the require-
ent that explanations specify the causal mechanism that brings about
¢.event (or the kind of event) referred to in the explanandum. Genuine

consist of two kinds of alleged counterexamples: e.xplanati_ons that are noi:
predictions and predictions that are not explanations. Hempel has stren
uously opposed the frst kind of alleged coupterexam_ple, often argu:ing
that the presumed explanation is no such thmg. ]?ut Hempel concedes
that the second subthesis, that all adequate predictions are potentially
planations, is not as secure as its converse. o
The irrelevance objection is another important class of cn?;msmslof
Hempel's two models of explanation. Variotjls philosophers‘(mclud}ng
Wesley Salmon and Peter Achinstein] have given arguments _that, whi
they satisfy all of Hempel's conditiens for an adequate e:fplanatlcm, dg :ait
appear to explain their conclusions. The birth-control Pﬂls and h_exfe
examples offer typical cases in which the presence.of irrelevant informa
tion in the premises robs the arguments of their t.explanatory pow
Because of his commitment to the epistemic conception of cxplanat_t .
Hempel has denied that these arguments la<_:k exp]anatqry power, but this
response seems implausible. What seems to go wrong in tht-sse cxamp
is that the lawlike premise in these argumenis, while true, fails to iden
the cause of the explanandum event. Consequently, Bamch_ Brody ];;-:
proposed that we amend Hempel's D-N model _by stxpulat.m_g thatf
premises of an explanatory argument must contain a de_scnp'tlon or'the
event that is the cause of the explanandum. But, as David Hlllel—Buben
explains, Brody’s proposal has been round]y. refuted by counterexamp
devised by Timothy McCarthy. As Ruben points out, it is not er-1o1.1gh..fa
the premises contain a description of the event that is, asa matter of' :
the cause of the explanandum event; rather, the premises must explici
identify that event.as the cause. But in that case, the underlying structurt
of expfanations is devastatingly simple—it consists simply of the '1nfere.;lme
from “c is the cause of ¢” to the conciusion “¢”"—and explanaholns g
make no explicit mention of any laws. Thus, we are led to the view t
Ruben believes is correct, namely, that explanations are not arguments bt
single statements and that laws, while vitally important for many type
explanation, are not an essential part of the sentence that explains. )
Another important class of criticisms of I—Ieljrlpel concemn hi :
model of probabilistic explanation. In orde'r to avoid the problc.em of 2
biguity for statistical .explanation, Hernpel 1.ntrodu<':ctd the requirement
maximal specificity (RMS). But the RMS is relatw;zsed to w'ha!t Herr_ll
calls “a given knowledge situation™ (715), thus makmg. statnshcal‘t_e
nations depend for their very existence on the bOfiy_f of behef.s that sc:e.;l:
accept at a particular time. This epistemic. relativity of Stat].StIC.al expla
tion in the I-S model stands in marked contrast to the objective, non
lative character of explanations in the D-N mode_]. Moreover, b_eclau
Hempel censtrues all explanations as formally equ_[vaient to pred1¢1$
I-S arguments are taken to explain their'conc.h-is:ons only fvhen th
conclusions follow with high inductive probability fl’Om-thEll' preti
Since the strength of the inductive relation between premises and coné

ilistic laws, not as generalizations about the frequency of certain kinds of
ent, but as statements of single-case propensities, such as the chance of
fting heads when a particular coin is tossed. The propensity of an object
system s its causal tendency to behave in a particular way. Like prob-
ilittes, the strength of a propensity can vary on a scale from 0 to 1, but,
fike the empirical frequency interpretation of probability, propensities
ust as much physical properties of individual things and systems as
¢ir mass and electric charge; in fact Railton sometimes refers to propen-
ies:as physical probabilities.
Apatt from the difficulty of understanding exactly what propensities
nd how they are related to frequencies, Railton’s D-N-P model has a
mber of consequences that may strike one as counterintuitive, Many of
counterintuitive features stem from Railton’s demand that explana-
tiori propeily so-called must be based on the deepest theoretical under-
ding of nature that we have. Thus, for example, if a process (such as
elting of an ice cube in warm water) involves the slightest chance
the ice cube not melt but becorme colder, then Railton requires that
-explanation of the melting involve a theoretical calculation of the
ct propensity (not quite equal to 1) of the cube to melt This sets a
high standard for probabilistic explanation. Also, as previously noted,
the D-N-P model probabilistic explanations are legitimate only when
1 genuine, rock-bottom, physical indeterminacy involved. Thus, any
mpt to explain the behavior of complex but ultimately deterministic
Sptems' by means of statistical generalizations is ruled out (thereby dis-
nalifying many of the arguments currently accepted as explanatory in the _
ohysical, biological, and social sciences) ‘
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‘Before judging too harshly Mach and Duherm’s skepticism about atoms and the
ther, we should remember that the atoms we now believé in are utterly different
from those described in the classical “billiard-ball” models of the nineteenth cen-

iy and that the aether has been discarded entirely. What remains of the kinetic
theory of gases and the wave theory of light of the nineteenth century are testable

uitions and laws, and these alone, according to the positivists, have permanent
scientific value. ’

Because of their emphasis on causation and causal mechanis
{whether deterministic or indeterministic), the models of explanation
vocated by Ruben and Railton are good examples of what Salmon has
called the ontic conception of explanation.’s Unlike the epistemic ap
proach to explanation, the ontic approach does not regard explanations
arguments (even though they may include or involve arguments). Wh.:
matters on the ontic account is not whether the explanandum can b
predicted with high probability, but whether, regardless of the probabi?;_ty
of the explanandum, we can give a correct description of the underly:g
causal mechanism that brought about the event we wish to explain, The
ontic conception of explanation allows us to give complete explanatiors
of events even when those events are highly improbable, as would be?
case if nature is governed by indeterministic laws, as quantum mechan
supposes. Seen from the point of view of the ontic conception, the dermax
for high probability imposed by the epistemic conception ultimately stems’
from that conception’s commitment to determinism as the final tre
about the structure of the world. Seen from the point of view of the ¢
stemic conception, Railton’s insistence that we calpulate objective, tu
propensities in all cases places an unreasonably high dema_nd on wiz
counts as an explanation. The epistemic approach (at least in Hempels
version of it} permits genuine statistical explanations even if the world
determninistic through and through, but it makes their status as expla
tions relative to human beliefs at a particular time. The ontic approa
(in Railton’s version) takes probabilistic explanations to be just as il
objective and nonrelative as those based on deterministic law, bgt ins
that such explanations can be given only when the mechanisms involin
are fundamentally indeterministic.

S{rictiy speaking, then, (R2) should be phrased in terms of lawlike sentences,
ter than laws. It is commonly assumed that we can judge whether a sentence
diilike simply by examining its logical form and the predicates it uses. But to

udge that a lawlike sentence is true—and hence expresses a law-—requires empir-
information.

Since the explanans can include laws of mathematics, some of the sentences
ontains might not be empirical. But (R3) guarantees that every explanans must
2if at least one empirical sentence. : -

Michae] Scriven, “Explanation and Prediction in Evolutionary Theory,” Sci-
2130 (1959). 477-82

See “Popp:ar and the Theory of Evalution” in the comrnentary on chapter 1.

There is no problem of ambiguity for D-N explanations. If a set of true prem-
deductively entails that  is G, then no other set of true premises can deduc-
ly entail that @ is not G.

Carl G. Hempel, “Inductive Inconsistencies,” Synthese 12 (1960): 439-£9.
eprinted in Aspects of Scientific Explanation, 53-79.

Hempel is using the term knowledge in a common, nontechnical sense to
n, Toughly, fustified belief. It is in this sense that we talk of the current state

ledge are quite likely to be false. When epistemologists use the term in its
chnical sense, they insist that truth is & necessary condition for knowledge.

| | Notes The example and the phrase hexed salt were first proposed by Henry Kyburg,

E. Kyburg, “C ts,” Phtlosophy of Sci 32 {1965 147-51.
1. Carl G. Hempel and Paul Oppenheirm, “Studies in the Logic of Explanation ey yPulg, ommen Hosophy of Seience 32 { :

Philosophy of Science 15 (1948): 567-79. Reprinted, with a postscript, in Asp
of Scientific Explanation (New York: Free Press, 1965), 245-95. -

2, Carl G. Hempel, “Deductive-Nomological vs. Statistical Explahaﬁon," m M;
nesota Studies in the Philosophy of Science, vol. 3, ed. H. Feigl and G. Mq
{Minneapolis: University of Mianesota Press, 1962), 98--169.

3. A physical theory Is not an explanation. It is a systemn of rrlnathematical:j'
ositions, deduced from a small number of principles, which aim to Teprese
simply, as completely, and as exactly as possible a set of exper.ir.nental ].av‘w” (&
Duhem, The Aim and Structure of Physical Theory, trans. Philip P. Wiener [{
Princeton, N.J.: Princeton University Press, 1954], 19). :

4. Aim and Structure, p. 7.

Carl G. Hempel, “Maximal Specificity and Lawlikeness in Probabilistic Ex-
planation,” Philosophy of Science 35 (1968); 116-33. The following criticism of
proposal is adapted from John Meixner, “Homogeneity and Explanatory
epths,” Philosophy of Science 46 (1979): 366-81.

uben does not use the phrase “explanatory power.” Instead, he taiks about
and theories providing a decper vocabulary, a vocabulary that “gives a more
und insight into the phenomenon at hand” {741). One way of understanding -
totion would be to associate the deeper vocabulary with those theories that

any different phenomena within a single framework. But since Ruben
sists that unification and explanation are two different things, he would reject
uggestion.
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16. This line of criticism is alse advanced in J. Alberto Coffa, “Hempel’s-Am
guity,” Synthese 28 (1974): 141-63. : o
17. This criticism originated with Paul Humphreys. See his “Why Propensities
Cannot Be Probabilities,” Philosophical Review 94 (1985): 557-70.

18. Wesley C. Salmon, Scientific Exblanation and the Causal Structure of .
World {Princeton, N.].: Princeton University Press, 1984), qhs. 1 and 4.

7
Laws of Nature

INTRODUCTION

Iws play a central role in scientific reasoning. As we saw in chapters 1
2d 4, some philosophers of science think that using laws to explain things
an essential part of what it means to be genuinely scientific, and support
the view that scientific explanation must involve laws is widespread
ugh. not unanimous). Many also believe that we are justified in trusting
ientific inferences because these predictions rest, in part, on well-
nfirmed laws. Our expectations about the behavior of systems, instru-
lts; and materials are reasonable to the extent that they are based on
irect understanding of the laws that govern them. Undoubtedly, much
ientific activity is devoted to discovering laws, and one of the most cher-
d forms of scientific immortality is to join the ranks of Boyle, Newton,
Maxwell by having a law (equation or functional relation) linked with
¢'s name. But despite the crucial importance of laws in science, it is
cult to find a general account of what sort of things laws are that can
ustice to everything we take to be true of them. -

In.this chapter, two imporfant and influential ways of understanding
-the regularity approach and the necessitarian approach—will be dis-
d and criticized.! In terms roughly hewn, the regularity approach says
ws describe the way things actually behave, that they are nothing
re:than a special kind of descriptive summary of what has happened
=2 andywhat will happen. The necessitarian approach insists that laws are
ore than just summaries, that they tell us not merely how things actually
ve, but, more importantly, how they must behave. For the-necessi-
ns, both the universality and the necessity of laws are objective, real
s of the world (although necessitarians disagree among themselves
the nature of that necessity).2

Modern adherents of the regularity approach trace their origins back




