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The Material Conditional:
Grice

9. THE HORSESHOE ANALYSIS: —> I5 o

We understand perfectly the truth-functional or ‘material conditional operator
that is standardly expressed by the horseshoe symbol. We define this so as to
make POQ equivalent to ~(P&-0Q), that is, to

[t is not the case that: Pand itisnot the case that Q.

This operator is ¢ruth-functional, meaning that the truth value of PO Q is deter-
mined solely by the values of P and Q; the horseshoe stands for a function to sin-
gle truth values from pairs of them; feed in values for Pand Q and out rolls the
value of PDQ. ' ' .

We know exactly what the material conditional is, or what operator D is; its
cruth-functional properties constitute its whole intrinsic nature. its verbal role
in plain English and everyday thought is another question, however. Some
philosophers have held that it shows up in informal thought and speech in the
indicative conditional, because —>is 2.  shall call this ‘the horseshoe analysis’ of
indicative conditionals.

According to the horseshoe analysis, ‘If Booth didr’t shoot Lincoln, someone
else did” means the same as ‘Either Booth shot Lincoln or someone else did’. This
offers us a comfortingly secure hold on conditionals of that sort. We understand
5 as well as we do anything in our repertoire; if we found it at work in ordinary
speech and thought, firmly linked to one major way of using ‘If.. ., that would be
alarge step towards understanding our conceptual structures. So we have reason
to want the horseshoe analysis to be right. There are also reasons to think itis.

The superficially most persuasive of them has occurred to many people and
has been presented with helpful dlarity by Jackson (1987: 4-6). It concerns S0~
thing that I call ‘the or-to-if inference’, and it runs as follows.

You believed Vladimir when he told you “Fither they drew or it was a win for

white’: which made it all right for you to tell Natalya ‘If they didn’t draw, it was
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awin for white’. That was all righ
ght because what Vladimi .
you told Natalya. Quite generally: at Vladimir told you entailed what

{2) PvQ entails ~P—Q.

If 1 is correct, then so is the h
- ect, orseshoe analysis, as the followi
stitute ~ A for Pand C for Q. and you get: ellowingshows- [ sub-

(2) ~AvC entails ~~A—C,

which 1s equivalent by definition to:
(3) ADC entails A—=C.

Furthermore, — is at least as strong as D, that is,
(4) A—C entails ADC.

The conjunction of 3 with 41s equivalent to:

(5) A—Cis logically equivalent to ADC,
which is the horseshoe analysis.

-IV;OSt }:)f this argument is elementary formal logic, and unquestionable. One
ir;;g t Icul all:;?é thef slecond premiss (line 4) by suggesting that A—=C could be
ne while is false; but this looks like a forlorn h i
: ope. With one excepti
(§61}T noFJody believes that A—=C can be true when A is true and C false. Al?t}:)ar;
remains is to challenge the first premiss (line 1}. Your or-to-if inference, from

- what Vladimir told you to what you told Natalya, was clearly acceptable, and line

; ;Eb(;dies a theory about that—a conjecture about why the inference was all
et - nd?:& when' the time is ripe, I shall argue that the facts are better
_ xylz ained by something that does not imply the horseshoe analysis

_E-ro am}(l)u;iy, $e latter is open to hosts of seeming counterexamples. They come
from the fact that P2Q is true for every fal .

f ‘ y false P and for every tru

‘horseshoe analysis implies that the likes of these: meQ sothathe

E I ;te an egg for breakfast this morning, you ate 2 million eggs, and
there are no planets anywhere, the solar system has at least eight planets

aret i i
! ar;: t:ougfh each would be a silly thing to say. Most writers in this area have
i At em alse, contending that the meaning of ADC lacks, while the mean-
piqu *Chlnli‘lujes,f the notion of A’s being suitably connected with C. But
ecitying the kind of connection has not been e .
e . asy, and some friends of th
Ors i o
: beeslgoelaftalysm have stood firm, arguing that the apparent counterexamples
N be explained away, leaving their preferred analysis standing.
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Let us look first at Grice’s way of explaining them away, and then, in the next

at Jackson’s different one. Neither succeeds (1 shall argue); but each

chapter,
apart from its

leads through territory that is worth exploring on its own merits,

relevance to our present CONCEInS.

10. CONVERSATIONAL IMPLICATURE

A—>C can be true even when A 1s not con- -

H. P. Grice held that — is 2, 50 that
nected with C in any way. The two conditionals displayed above, he would say,
ht to explain why they

are unsatisfactory but nonetheless true; and he soug
strike us as defective, through a powerful theory which everyone now sees 10
have much truth in it. (He began this work in his 1961, and developed it further
in some 1967 lectures that were later published in his 1989. See his 19674 for the
ts application to indicative conditionals.

theory in general, and his 1g67b for i
Some of it seems to have been aprived at independently by James Thomson

(1990: 67-8; written in about 1963)-)
The theory concerns conversational implicature—a phrase in which the noun
points to a certain linguistic phenomenon, the adjective toaway of explainingit.
The phenomenon, implicature, occurs when a statement conveys, SUggests, Sig-
nals, or implies something without outright asserting it. I now confess: In
February 1952, in the faculty common room at Aucklgnd University College, I
disconcerted my colleagues by spilling hot tea into the lap of the newest assis-
sant lecturer. You picture me spilling tea on someone else, but you are wrong.
Nervous and shaky in my first day in the job, I fumblingly dumped tea into my
own lap. You thought otherwise because my report suggested (signalled,
implied) that my victim was someone else, and Grice’s theory explains how it did
so—this being where the adjective ‘conversational’ comes into play. It is unusu-

al—even a touch peculiar—to refer to oneself through a definite description

rather than a pronoun; you assumed that I was not speaking inan off-beat fash-

jon; so you took my phrase ‘the newest assistant lecturer’ to refer to someone
other than myself. Still, I told you the truth. I planned to mislead you, and suc-

ceeded; but what 1 said was true.
So we do distinguish what a statement says from what it ‘implicates’ (as Grice

put it), that is, what it more weakly implies or signals or conveys other than by

outright assertion. Of the many sources of such implicatures,
one cluster, namely some broad rules of conduct governing civilized discourse:
Be appropriately informative (give enough news but not too much).

Be truthful {say only what you believe, and try to have only true beliefs)-

Grice focused on
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Be relevant.
Be orderly, brief, clear, etc.

Th - -
cat::; (;:ce said, tflall under the super-principle ‘Be helpful’. They create impli
cause when someone asserts something, w d i .
o o 2. we can draw conclusions not
ght asserts but also from other thin
only . gs that must be t
if he is playing by the normal rules of civilized discourse. I now give f o
. ples, three of them uncontroversial. - s
If1 ¢ i ’
- Ws;;; :(I)\I ycn.ltJ 1BM shares will go up’ you will infer that [ believe they will go
. ? Not because ‘IBM shares will go up’ i
: p’ entails that the speaker thi
they will, for obviously it d ice’s i B ot
. y it does not. Grice’s ideas provide an e i
xplanation (though
:::u::e :;lhoie storly}. When I say ‘IBM shares will go up’, you are entitledgto
e that I am playing by the rules, includin joini
_ , g the one enjoining us not to sa
W:Zt W'e io nf)t behfeve; so you can reasonably infer that [ believe IBM shares wiﬂ
fhati;, in ertn'ng Tt}llus not from the proposition I assert but rather from the fact
assert it. The proposition itself remains ch i
R ins chaste, unsullied by any content
If 3 2
| so:nyeo?; says ‘He saw Lobatchewsky’s proof of the theorem, and published
hiIown , this conveys that he saw Lobatchewsky’s proof first. How? Some
P }c:isophers used to attribute it to the sentence’s meaning, contending th-at ‘and’
:1 this ser}ttence means ‘and then’. The sentence-joining ‘and’ sometimes con
e -
eys nlo t ox’Jght of temporal sequence—Nine is three squared and there are
:;r(;e-p ax;:s —so these philosophers had to call ‘and’ ambiguous. It is usually
i mdp ilosophy to postulate a multiplicity of senses of a word, and Grice
o ered an escape from this. He held that the sentence-joining ‘and’ is truth-
: Ot;:cuoflal: a sentence using it is true if each of the joined sentences is true, and
_LOberMEse false; so its meaning contains nothing temporal, and thus’ the
. estatc ewsll:y sentence does not mean anything about temporal order. It sug-
o 5 to us that the person saw the other proof before publishing his own because
Wh‘a:sume al;ha'c. the speaker is presenting his narrative in an orderly manner
v elrclt u;u Iy th.)Ivtes making its order correspond to that of the reporteti
_.ﬁds‘.:l ecause this is a general rule of good conversational conduct, we are
itle tg ieixpzct ; speaker not to depart from it without signalling the departure
eanwhile, back at the ranch .. .’, ‘Before all this. .
: this .. "). In the ab
g back ch sence of such a
_8?;? , “;e a;:e inclined and entitled to infer that the narrative order matches the
oyl E 1:}1 e narrated events, which explains the temporal suggestion of
_..lil_ce aE;:'h?ws._ky senternce, and of ‘They got married and they had a baby’ and
‘-mSi . {aﬂls kind of orderliness may be flouted for artistic purposes, as happens
. gnalled flashbacks in some of Vargas Llosa’s novels )
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Some philosophers have thought that the sentence-joining ‘or’ is not v,
because it is not strictly ruth-functional in its meaning. If it is, then ‘Por Q' is
true just so long as P is true or Q s true, so that [am speaking truly when Isay
‘Fither my father was F. O. Bennett or my father was Stafford Cripps’. Some
would hold that this statement is not true, given that [ know my father to be F.
0. Bennett. It is part of the meaning of the sentence-joining ‘or’, they have said,
that the speaker does not confidently believe, or confidently disbelieve, either
disjunct.

This might explain why we wrinkle our noses at a disjunction that someone
asserts just because she believes one disjunct. It has drawbacks, though, includ-
ing a renewed threat of ambiguity. In playing games, giving tests, teasing, etc., it
can be proper to assert a disjunction when you know which disjunct is true. For

example, an acquaintance cannot remember when we first met, and I tease him
with a hint: ‘Tt was either at the Fastern Division meetings in 1956 or in
Cambridge in 1963.” This is wholly proper; yet it involves asserting a (slightly
compacted) disjunction when one knows which disjunct is true. So even if ‘or’
sometimes means that the speaker is not sure which disjunct is true, it plainly
sometimes does not; so it must be ambiguous.

Grice explained the facts differently. The injunctions ‘Be informative’ and ‘Be
brief’ tend to pull in opposite directions, and sometimes we have to compromise.
But if someone asserts ‘P or Q@ when she is sure that P, she offends against both
rules at once: she could be more informative and briefer; or, if she believes both
disjuncts, she could say p and O, thereby saying much more at no greater
fength. This entitles us to expect, normally, that someone who asserts a disjunc-
don is not confident of either disjunct taken on its own; so we do in general
expect this; 50 in asserting a disjunction one implies or signals that one is not
confident of either disjunct. If the context provides a special reason to be less
informative than one could be—e-g. because one is testing, teasing, playing, or
the like—the implication of uncertainty drops out. So the sentence-j oining ‘or’
has only one meaning, namely the truth-functional one, and we can explain all

the intuitive evidence seeming to g0 against this.

Now, fourthly, we come to the thesis that—»is . You can guess how a Gricean
defence of that will go. We generally think it absurd to assert A—C purely on the
grounds that one is sure that ~A or sure that C; but this is consistent with
{A—C)’s being true in such a case (and thus with —’s being D), its unsatisfac-
toriness coming from a different source. Grice based this on the same points
about brevity and informativeness that we saw at work in arguing that ‘or' is V-
That is to be expected, because according to the horseshoe analysis A—C really
is a disjunction. On this account, it would be absurd but not untruthful vo say T

11. SEMANTIC OCCAMISM
25

h 0 * u - i
z e slljeed of light is finite, then bananas are usually yellow’. This conditional i
rue because its consequent is true; but it would ordinari : .
e because s conseq true; ould ordinarily be a silly thing to sa
ometh ) !
pec y ing stronger yet shorter: ‘Bananas are usually yel-
I shall need §12 to set the s
cene for explaining in §x
: -d §1. e 3 why the theory of con-
versational implicature fails in the task of reconciling the Imrseshozy a;r)taizorf
ysis

with our intuiti i
\ : intuitions. Before all that, I shall discuss an aspect of Grice’s th
is too important to neglect. oy

I1. SEMANTIC OCCAMISM

III a]]. but the f]I st 0[ IIly fOuI exa]nPIES, GIICC -3 ge"e? al tlleOI y Of CO“UErSatlonal
lIIlphCatuIe Offers o exp aim faCtS that W()uld OtllEI wise have to be explalned
thIOLIgh the meanngs Of 171d191dua1 WOIdS. SO lf we lla“egl Oullds {0] at[!]butlllg
g
th g ] -
ki g
I meanings to [hose W()Ids—ta 1, or to mean v and and to mean &
ricean thEO EIlab].es us to defelld those semantic views agalnst seemin
? g g - ?
counter eyldence thus keepln the meanings thln IIl some Of h]s WOlk GIlce
Cl g .
p th an o1 & WO d
onte lded ]la'l ll we can kee € Mme 111, f X thlll then we hould IIIS
5
thEOIy Of conver Satlonal uIlpllcatuIe, he lleld, can do more thall mer e].y de{EIld
g 8
SUI[let}uIl arrr Ved aton OthEI Ioullds It PIOifldeS a pOSItIUe reason fOI hol(h g
5 n
t]:lat tlle IIleanlllgS Of or alld and are PuI ely tr uth-fl.‘lIICtlonal, and thus t}lul-
] [e based tII 5 On a vanant on Occanl 5 RaZOI. Seﬂsus non sunt ?”ul“pllCa”dl
ec agnlﬁc p ele 3 y
T 1 aﬂdl raeter necessita 13 dOl’l postulat
tem t € TNOIe senses, Or thlckeI
3 & - - y
ones. tllan ou ]laue to Ihe Two constraints are COIlllec,:ed lf ou put too HluCh
nto dle Illeanlng Of awo d S’ P g
) l h
I'd 1N some Of 1ts uses, couw 11 ave to Iead aIIlbl u
ltS‘_ lIluitl ].lel senses —to Cope “Vlt}l Ot}lel uses roIIl Whlch some Of tl'll
P g §

meaning i i
_ ning is absent (Grice 1987: 47—9). We have already seen this illustrated. If

‘and’ someti ‘ ’ i
and s P;:;;r;;sdr:::?; tarr:l :f:e:; ; tthse.n 1F1 mlust behambiguous because some-
: . . Similarly with ‘or” and uncertainty.
:l;l:zi(:z E;::gl: 1'::'; :; th:al'z1 aénbigl.fity claims in philosophy and semanr:ircsz};z
parce o cange ,Ed ould be avtmded as far as possible.
ket doun o r?bu ;1: :: azs1gnb1f}u1} meanings to words, this was notonly soas
e i o o an; 1gu1.ty. Sensus non sunt magnificandi .. —he
oo Chis ijunction to stz(iinF on its own feet. Suppose we have two rival
e :;‘l Lat—of the meaning of some word W. Fat attrib-
B o e dfg at Lean does, plus some more. Lean explains certain
dperty oo o ésciaur:se Ii)artly through the meaning it attributes to W
Ay general principles of _lang-uage use. Fat, on the other hand,
se facts through the meaning it attributes to W. In Grice’s view,
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this difference counts in favour of Lean, because it makes less appeal to the high-
ly specific—the idiosyncrasies of the individual word—and handles more of the
data in terms of what is highly general; and that leads towards greater under-
standing and intellectual control. A full account of any language must, of course,
include facts about individual words. How people might use or respond to
“There’s a snake in that bush’ depends in part on what ‘snake’ means, as distinct
from ‘steak’ or ‘Thinoceros’; you cannot get the whole story out of general prin-
ciples. This need to come down to the level of specificity marked by individual
words makes language study unlike physics, say. But the scientific spirit com-
mands us to keep such specificity to a minimum; which encourages and perhaps
justifies Grice’s preferencé for thin single-word meanings, assigning much of
the work to general rules governing civilized discourse. :

{‘Why do you contrast the relatively specific facts about individual words with
more general facts about language use, rather than contrasting particular facts
about individual words with general facts about language use?” Because the
words in question are universals, not particulars. The facts about what ‘snake’
means are facts about what many tokens of the word—instances of that univer-
sal—mean. So the needed contrast is not of particular with general, but of less
with more general.)

Strawson (1986) has criticized Grice’s treatment of indicative conditionals by
attacking the Occamism it involves. The criticism, though wrong, is instruc-
rive. In its background is Strawson’s conjecture that A—~C means something
like:

There is a connection between A and C which ensures that: ASC.

Because of what comes before the colon, this givesto —a stronger meaning than
Grice accorded it. Strawson calls his 4 a first cousin to ‘therefore’. At the end of
the paper he offers two counter-arguments of which one—in the final para-
graph—seems to relate wrongly to Grices theory and to Strawson’s other argu-
ment. The Iatter goes as follows. Whatever the actual truth about if, there could
be 2 connective that means what Strawson chinks ‘if’ means, whereas Grice’s line
of thought implies that there could not. Grice should predict that if a language
contained a Strawsonian conditional operator, all its extra strength would be
drained off into the principles ‘Be informative’ and ‘Be brief’, leaving the opera-
tor itself with no need to carry (and <herefore, according to semantic Occamist,
not carrying) any more meaning than D. Grice’s position is guilty of overkill,
Strawson concludes, and so must be wrong.

Strawson does not remark that if his pointis sound, it counts not just against
Grice’s account of — but against his Occamism generally. It could equally well

1I1. SEMANTIC OCCAMISM

have been brought agai i
: sght against the Gricean cases for equating ‘or’ wi
with &. It generates things like this: g orvithy andand

There c ive *
o ould be a connective ‘uns’ such that ‘P uns conventionally meant ‘P
and Q are not both false, but I ok
\ am not sure about the truth val i
e ' e abe value of either taken
separa thy.( 3 s Occamism, however, implies that no connective could retain
el ick meaning. All the meaning of ‘uns’ beyond its truth-functional v
onen i
° p ; t could !ae—and therefore according to Grice should be—explained i
general conversational terms, and not assigned to ‘uns’ in particula N
r.

This is disturbin i
g, because Grice was plainly ri
: i ht a € > € >
described seems to be possible. Y right about or and ye ons’as
Fortunat i
Lo ell:r, Strawson is wrong about Grice’s commitments. Grice might
sa i i .
stmwson.y t ‘.a;: vl:re, ;:"lth :)1;11' actual practices and forms of life, could not havge a
ian ‘if’; but he could comfortabl ,

. allow that th I ieti
S _ v ere could be societies that
had I uppose a society where people often give disjunctive information

ing meaning ‘Either A is false i @
_ or Cis true’—alth i
somehing ; \ ough they knew which
imiiaﬁ s true. They might do this, for example, in games, intelligence test
0 . . ’ S
e 1t rites, or teasing. Given enough of this kind of disjoining, work could b :
nebyac i i , :
on A3irs , onne;nve whose conventional meaning was that of ‘It is not the case
rue is i
" rue and C false, and this is not one of those deliberate withholdings of
° rmation’. That could be ‘uns’, or the Strawsonian “if :
trawson i :
o on may hat\}rle meant his argument to have the premiss that we—in our
anguage, with our actual wa i
: ys of life—could have a conditi
sera langua - conditional connec-
at is a first cousin to ‘therefore’. But that premiss is far from self-evident
— nt,

. and Grice gave reasons for thinking it false.

SeIIlanth Occalll SII, 1IMportal taIld t 15, turns out to ve {1t
i3 5 p0 n rue as I thlllk 1t 5, ha h

- tle di i
direct bearing on the horseshoe analysis of indicative conditionals. The

Occamism debate turns on this question:

11: (’)fll;tlf:dfi:slelotzt the us‘e of expression E—induding ones about what uses of it

e ;a fpecuhar _or unsatisfactory—can be explained either by (x)

g g at 'meamng o.r by (2) attributing a thin meaning and bringin
an conversational principles, are we intellectually obliged to adopt 27 ;

3 1;1;2:t10n g;ts a bite on the horseshoe analysis of — only if the facts about
¢ can be explained by equating it with D and bringing in Gricean

Principles. i
rinciples. They cannot. Grice thought otherwise because he had not considered

o .
X I;gol:vof t-l:le data. A certain thesis about the propriety of indicative condition
s widely accepted, gives us a sounder idea than Grice had of what he
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needed to explain; and in the light of this we shall see that his theory of conver-

sational implicature falls short.

i2. THE RAMSEY TEST

The thesis in question was first presented by Frank Ramsey in 1929. Ernest-
Adarns has greatly developed it in the past twenty years, and Frank Jackson—
one of many who accept it—has actually called it ‘Adams’. What happens when

one considers whether to accept an indicative conditional? In a famous footnote

Ramsey said this:

If two people are arguing f A will C7 and are both in doubt as to A, they are adding A
hypothetically to their stock of knowledge and arguing on that basis about C. . . . We
can say they are fixing their degrees of belief in C given A. (Ramsey 1929: 143)

The core of what is going on here has been compactly stated by Gibbard, who

attributes to Ramsey

the thesis that, in whatever ways the acceptability, assertability, and the like of a pro-
position depend on its subjective probability, the acceptability, assertability, and the

like of an indicative conditional A—>C depend upon the corresponding subjective con-
ditional probability . . - (Gibbard 198142 253)

_and thenheusesa formula that I shall introduce later, meaning “he amount
of credence one gives to C on the supposition of A’. The phrase ‘acceptability,
assertability, and the like’ is deliberately open and vague; we shall later pin it
down.

$So the core idea is that of conditional probability: the probability one assigns
to C on the supposition of A. This is what Ramsey’s phrase ‘degrees of belief
points to, and we chall see that the concept of conditional probability has domi-
nated most thinking about indicative conditionals since Grice.

Gibbard, like many others, calls the Ramseyan procedure for evaluatingacon-

ditiona) ‘the Ramsey test’. Some of us have been encouraged in this usage by

thinking that in Ramsey’s procedure, as one writer has put it, ‘we take our stock
ck of

of beliefs, add the belief that A to the stock, and see whether our new sto
beliefs contains C'. This is a test, all right. Drop some of that liquid into this, stif;
and see whether it turns blue; drop A into your belief system, stif, and see
whether you turn C. However, it gives the wrong answer for some indicative
conditionals, and it does not quite capture the spirit of Ramsey’s remark.

This is shown by a certain class of examples that van Fraassen (1980: 503) SaY*

were first adduced by Richmond Thomason. I might accept ‘If my business part-
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9

ner i . ,
‘ l\tj[r is cheatn.lg me, | will never realize that he is’; but when I pretend to accept
ﬁng partn;r is cheating me’ and whatever flows from that in my belief s stempl
o Iflnys_e dial.so pretc?nding to accept ‘Tam aware that my partneris chear?n m '
ot e cl;)n :fonal fails the quoted version of the Ramsey test, yet the cond;gtiori ‘
a i ’ .
" pzet: p; de;:tlﬁz :;Il 111—1g1'1t. What has gone wrong, obviously, is that in this case
nded belief that I am aware that he cheats h )
been produced
product of my thought-experi ot B e
perimental method, and n i i
pre ’ ‘ : , ot as a result of inferring °
- ;n:!:; he i:hea;s fro; He cheats’. So it has no bearing on the evaluation o?tghels
onal, and we should state the Ramsey test i
nobsonal andwe shouldsa Ramsey testin a way that allows for this.
‘ ave criticized has been co i i
and [ have been guilty of it e e
myself. There have also b i
: - een better versions, but
ave not found any that with perfect clarity steer around the difficulty create; b I
vy

the Ihomason €Xam les, thou h iIaIPeI 98 5 come: O e y
P
g {1 1 ) S C} SE. Her 15 M

To — l
Pre::zift; AfL C.1 shou{lid (;) take the set of probabilities that constitutes my
elief system, and add to it a probability =
: : ty =1 for A; (2) allow this addi-
tion to influence the rest of the system in the most natural, conservative ranan

ner; and then (3) see wh : '
orobabiliy for C_} whether what results from this includes a high

This doe i i i
" slnot involve pretending to believe A. Rather, it is a matter of seein
what result i i ,
wht resul s when A is added to a certain system of assignments of probabiIitiei
propositions. The word ‘test’ is not entirely inapprop
shall retain it for old time’s sake.

tiate even now, and I

Th i
| thmge .R:.;nsey test, as well as not being a matter of pretending to believe any
g , is also not a matter of considering wh i -
: g what you would believe if i
. to get this wrong, and to think th i ol
\ at the Ramsey test am i
o getthis wnong, an ik ounts to this: to evaluate
8 probability you would accord to Ci
e : . o Cif you became certain of
o eawere;lrst w}z:r;x}:ed against this by Ramsey himself (1926: 82). If it were
» according a high probability to C on the iti Aw
e _ supposition of A would be—
g such that if one came to accept A
to accept C. It is not hard to see the flaw in thi Do o o
ac in this. As an atheist I
e a ist I accord a low prob-
o ty to the proposition that God exists; and my probability for God exz'sisoon
thes . .
- bet;ppo?;mn that I have terminal cancer is equally low, of course, Yetif  came
e o eli:; adbtelm;m?] cancer, perhaps my weakness and fear would seduce me
ous belief. If so, then what T would believe i
50, eve if I came to beli i
:Iillevan; to my probability for A—C. I shall return to this in §49 e s
ost theorists of conditionals acce; .
- ; . pt the Ramsey test thesi indicati
~Two dissenting voices should be mentioned. y testthesieforndcatives.
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Peter Girdenfors has argued against a version of the thesis: he conjoined it
f revision generally, and derived a contradic-

with some assumptions about belie
hallenged one of the assumptions,

tion. Dorothy Edgington (19954 73—4) has ¢
namely:

{P) Ifa proposition Bis accepted in a given state of belief K, and A is consistent
with the beliefs in K, then B is still accepted in the minimal [viz. rational]
change of K needed to accept A. (Gardenfors 1986: 82)

Girdenfors accepts this, Edgington says, only because he is thinking only of all-
or-nothing acceptance and rejection, without giving play to degrees of accep-
tance or subjective probability. When the latter comes in, thesis P loses its
plausibility. It can easily happen that you learn something A that is consistent
with your present belief state, and that this discovery brings your confidence in
B from =1 to = o. I shall not pursue this matter here, but for a certain light on it
see my explanation of ‘monotonic in §32. For helpful discussion, and references
to more of the Gardenfors literature, see Hansson 1992, 1995..

Levi (1996: 8-15) contends that most of us have misunderstood what Ramsey
meant, This is part of a laxger concern of Levi's with different things that may be
going on when one reasons from premisses that are supposed ‘for the sake of
argument’. His formidable work on this topic has defeated mie. 1 hope my main
conclusions in this book are not undercut by it.

The Ramsey test thesis does not hold for subjunctive conditionals. I think that
if Yeltsin had been in control of Russia and of himself, Chechnya would have
achieved independence peacefully; but for me this conditional does not pass the
Ramsey test. When I take my present system of beliefs, add to it the proposition
that Yeltsin was firmly in control of Russia and of himself at the time in question,

and allow this to ramify through the rest of the system in the most natural and

conservative manner, the result does not accord a high probability to ‘Chechnya
achieved independence peacefully’. The supposition about Yeltsin will make dif-
ferences, but not that one. Rather, it will lead to changing my views about the
unreliability of the media, the subtlety of the concept of control, and so on.

13. RAMSEY AND GRICE

The literature on indicative conditionals is 2 parade of attempts to explain why
the Ramsey test is a valid criterion for their acceptability. This—the Ramsey test
thesis—is not explained by the conjunction of the horseshoe analysis and Grice's
theory of conversational implicature. Indeed, it conflicts with that conjunction,

serving to refute it. Because the Ramsey test thesis is true, we cannot equate = .
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by me’; the respondent (implicitly) says this s0ast0 indicate that the consequent
is, for him, highly probable even on the supposition of the antecedent. Ramsey
takes account of this, while Grice does not, so once again Grice’s approach does
not do justice to the data.

If Grice’s regulative principles failed to condemn something bad, a Gricean
might be able to amplify them, making the theory more condemnatory. But
when, as in these two cbjections, Gricean theory condemns something innocent,
there is no rescue.

(3) Jackson’s third argument against the Gricean defence of the Ramsey test
amounts to the point that every logical truthis entirely uninformative, telling us
nothing about the actual world, and vet some logical truths are assertible while
others are not. This point has no special relevance to conditionals, and draws lit-
tle blood from Gricean theory, which does not offer ‘Be informative’ as the whole
truth about how discourse should be conducted. In my opinion, 672y theory of
speech and communication must handle the assertibility of logical truths with
cautions delicacy—this challenges all of us.

(4) Jackson usefully compresses some of Grice’s principles into this: ‘Assert
the stronger instead of the weaker {(when probabilities are close).” He remarks
¢hat this does not distinguish among logically equivalent sentences s0 far as
assertibility is concerned, since they are all equally weak; vet they can differ in
assertibility. He instances a pair of statements related as ~A & {A—=C)isto ~A
& (A—B), which are logically equivalent according to the horseshoe analysis—
because each is equivalent to the shared antecedent ~A—but which differ inhow
assertible they are. Jackson cites the examples ‘The sun will come up tomorrow,
but if it doesn’t it won’t reatter’ and ‘The sun will come up tOMOrIowW, but if it
does’t that will be the end of the world. This point of Jackson’s seems to be

sound. ’

Some of the best evidence for it has to do with contraposition, that is, the rela-
tion that holds between A—~Cand - C—s—A. According to the horseshoe analysis
these are strictly equivalent, because ADC and ~CDO—A are 50. But it often
happens that A—=>C s acceptable or assertible for someone for whom its contra-
positive is not. Laccept that even if the Bible is divinely inspired, it is not literally
true; but 1 do not accept that if it is literally true, itis not divinely inspired (§59)-

Grice’s ‘Assert the stronger’ cannot explain the difference between the mem-
bers of a contrapositive pair; and, although his account of conversational imphi-
cature contains other elements, none of them do—none could—explain how a
conditional can be preferable toits contrapositive. This explanatory job, it seems
clear, requires us to credit 4¢ with more meaning of its own than 2 has; gener:
principles could not dofit.

13. RAMSEY AND GRICE
33

ackson
y f( :jslpamﬂelalsolhas an argument from classroom experience. Gricean theo
e i .
ot e pars el xplanations for two supposed facts: that if’ as used in indicatiz
conditional .eems not to be truth-functional though really it is, and that th
-joining ‘or’ seems . . . etc. St i , ;
.. . etc. Students easily a h
rervenee ol y accept the story about ‘or’
Jockson re :rks:i, whereas most of them strenuously resist the storryy about "f’,
This ¢ 1.n eed suggest that Gricean theory is less than the whole stor 1 d
convinein ) g
R ? answer to ‘Why does — seem not to be truth—functionalzr’ can
cted from general principles nean
. , and i
PR p ust owe something to the mean-
Jackson’s a ice’
Jackeon thitttk on Grice’s attempt to defend the horseshoe analysis wholl
suces L; ink. Among those it converted was David Lewis. He offered a ;
natio idi : .
el ;I:r e t}r: off thehvahd.lty of the Ramsey test through Gricean princi;les
at for the test’s basis he n ’
o longer looked i
b ater \ ' to Grice but rather
ry of Jackson’s to which we now turn. (Lewis 1976: 142-3; 1986 "
: ; 1524

Like Appiah {(198s:
5: 178-9), L have had t .
explanation to work.) ad to struggle to grasp how Lewis meant his




:E;.

3
The Material Conditional:
Jackson

14. SETTING THE SCENE

; i i i is 2. Or, more
Jackson also accepts the horseshoe analysis according to ghmh; is ODE P(; e
h conditions of A—C are those ,

fully now, he holds that the trut ; ‘ nd

ca}rth is Zutright asserted by someone who saysoneis the same as what is £ssethe

wd bv someone who says the other. Grice said this too, but Jackson han e; X

: ivi i test thesl

appez‘ent counterexamples differently, giving primacy to the Ramsey te

87: 22—32). ’ N

(191n7 reseiting these materials, I shall follow Jackson’s use of the tec}lmci::a '

robuft This word stands for a concept that is present :.n the Rau'nseyI test(.)rd Qi
that fo.r me Q is fairly {very) robust with respect to P is to say that { acc

i ili ition that P is true. In these terms,
fairly (very) high probability on the suppost e e

i as
the Ramsey test thesis says that A—C is acceptable or

extent that for me C is robust with respect to A.

in mi e
When Jackson first launched this concept he had in mind cases where someon

robability to C as well as to C-given-A; this person’s fairly

assigns a high p \ s pessorls Y
cong?ient belief in C is ‘robust’ because the confidence can survive his

ckson expressed respect for
i i ckson 1979: 115). In later work Ja :
b sevont 97s;ﬂch the robustness of C with respect to A requires

<» more general account’ inw - "

jnT a h;ggh probability for C-given-A (Jackson 1987: 22). That is zhat- ‘ig;di
. . . )

theiestricted version does not belong in any general account of indicatt

i ore general
tionals. Although ‘robust’ does not carry well the meaning the more g

i ing with the
account gives it, I shall continue to use 1t but [ shall always be working

more general account.

Jackson helps us to get the Ramse
robustness in our linguistic lives generally, | not only 5
tionals. For example, he remarks that usually a.deJunctxon i o e
is Tobust with respect to the falsity of each disjunct, because dis}

y test in focus by exhibiting the role c?f
and not only in relation to cortdl'-
s assertible only if it

15. CONVENTIONAL IMPLICATURE 35

commonly used in inferences of the form ‘P or Q; not P; so O°, which are useless
if one accepts the first premiss only because one rejects the second. Through an
elegant example on p. 23 he shows how his approach—emphasizing the need for
robustness so that certain inferences will go through—can explain facts which
Gricean principles about brevity and informativeness cannot.

We mainly want indicative conditionals, Jackson says, for use in Modus
Ponens—that is, arguments of the form:

A=CA . C

—but a given instance of A—C fails for this purpose if one accepts it mainly

because one rejects A or accepts C. Think of A—>C as serving in Modus Ponens

like a ticket for a particular rail journey: while you reject A, you are not at the

place where the journey starts; while you accept C, you are already where it ends.

Either way, the ticket gets you nowhere. So it suits our purposes to frown on

; indicative conditionals, even true ones, if their consequents are not robust with
? respect to their antecedents.

Robustness is needed for an indicative conditional to be acceptable, but,

Jackson points out, it is not in itself sufficient (pp. 15-16). Some assertings of

conditionals that pass the Ramsey test are nevertheless unsatisfactory for

Gricean reasons; so the Ramsey test thesis does not make the Gricean approach

¢ irrelevant to indicative conditionals—it merely blacks it from reconciling the

: horseshoe analysis with all the data. Up to here, I entirely agree with Jackson.

15. CONVENTIONAL IMPLICATURE

Why does the Ramsey test hold good for indicative conditionals? Having shown
that this cannot be answered through purely general principles of discourse,
Jackson concludes that the test’s validity must come from the meaning of ‘if’ as
used in those conditionals. The semantic truth about the if’ of indicatives, he
holds, is not exhausted by the thesis that — is 3; there is more to its meaning than
- this. That will be warmly endorsed by those who reject the horseshoe analysis,
- but Jackson accepts that analysis: according to him, someone who asserts A—>C
- asserts only ADC, so that if the latter is true he has spoken truly. But, he adds,
“the speaker also conveys to his hearers something further that he does not assert
but merely implicates—suggests or signals or implies. Grice said that much; but
the two disagree about the source of this further implicature or suggestion. Grice
traces it to the hearers’ expecting the speaker to abide by certain general rules;
ackson traces it to the conventional meaning of the indicative if in particular. It
s, he says, borrowing a term from Grice, a matter of ‘conventional implicature’.
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This phrase names a real phenomenon. For an uncontroversial instance of it,

compare these two sentences:

(1) Noam Chomsky would be a good Commencement speaker, and he is the
country’s most famous radical left-winger.

(2) Noam Chomsky would be a good Cornmencement speaker, but he is the
country’s most famous radical left-winger.

Each conjunction is true so long as both its conjuncts are true. They differ, .

however, because 2 suggests, as 1 does not, that the two conjuncts stand in
some kind of contrast. {(One might have to work out what contrast it is. Many
of us followed Frege in thinking that ©. . . but . . . always suggests that the first
conjunct makes the second surprising, but Dummett (1973: 86) has shown this
to be wrong. Someone who utters 2 may mean to contrast a good feature of a
Chomsky visit with a bad one; or—thinking that Chomsky’s fame would pre-
vent his acceptance—to contrast the visit's being desirable with its being
unachievable.)

Other words in our language also serve to suggest things without their being
outright asserted. One such is the word ‘even’, according to the majority view
about it. If someone says ‘Bertrand Russell was an even more boldly athletic
thinker than G. E. Moore’, this is defective because it falsely suggests that Moore
was a boldly athletic thinker (Russell was ‘even more’ s0), but what it actually
says is true, for Russell was a more boldly athletic thinker than Moore. (Notall
students of ‘even’ take that view of it: for reasoned dissent, see Lycan 1991 and
»001. I shall return to ‘even’ in Chapter 17.)

So we can distinguish what is said from what is more weakly implied; and ifa
speaker implies something false, we characterize his statement not as false butas
infelicitous, potentially misleading, or the like. Grice has called our attention to
things that an assertion may weakly imply because of general principles of
discourse—these are conversational implicatures. Now we encounter weak
implications arising from special facts about the conventional meanings of indi-
vidual words such as ‘but’, ‘evert’, ‘although’ and so on—these are conventional
implicatures.

How do we decide that the two Chomsky sentences have the same assertive
force? If in 2 you do not see any significant contrast between the conjuncts, you
will find 2 inappropriate or misleading, but you should not call it false unless you

reject one of the conjuncts. Or s0 { say, but on what evidence? What shows that

the contrastive element in the meaning of ‘but’ is a matter of implication rather
than outright assertion? When a Gricean theorist declares a given utterance t0
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What belief I want to communicate determines what 1 outright say or assert,
according to Jackson; and what my statement conventionally implies or signals
helps me to get this belief across smoothly and without needless fuss. This is in
the spirit of Locke, who wrote that two of the three ‘ends of language in our dis-
course with others’ are: ‘First, to make known one man’s thoughts or ideas to
another. Secondly, todo it withas much ease and quickness asis possible’ (Essay
Concerning Human Understanding 11L.x.23)-

These ideas of Jackson’s help to round out and solidify our notion of conven-
tional implicature. Let us now see whether it helps Jackson in his use of that con-
cept to explain why the Ramsey test holds for indicative conditionals.

(Jackson says that ‘but’ is governed by a special rule of assertibility, against
which Woods (1997: 61n) made the point that there is more 10 it than that. The
special flavour of ‘but’is at work in ‘If she was born in Turin, but left when she
was three, she doesn’t know Italy well’, though the clause containing it is not
asserted. Apparently unlike Woods and Edgington (19974: 103-4), I do not see
this as greatly harming Jackson’s basic position, but a related point by Read

(1992: 11~12) has power. Kent Bach {1999) emphasizes the behaviour of ‘but’
and its kin in indirect quotation {‘He said that she was poor but honest’) in an
attack on the entire category of conventional implicature. The attack, though
considerable, does not convince me that my dissent from Jackson should start

earlier than it does.)

16. THE CASE AGAINST JACKSON’S THEORY

When someone asserts A—>C, Jackson maintains, he says only that ADC buthe
implies that for him Cis robust with respect to A, This isa conventional impli-
cature, he contends, belonging to the class of phenomena he describes so well in
his fifth chapter. Speaking of the parallel between how A—C relatesto ADCand
how ‘but’ relates to ‘and’, Jackson says that ‘the parallel .. .is intended tobe exact’
(1987: 9 37)-

He needs it to be exact. We have asked what connects indicative conditionals
with the Ramsey test. What fact about them makes it the case that A->Cis sat-
isfactory only for someone for whom the probability of C given A is high?
Jackson answers that the twoare linked by the meanings of the conditionals. The
Ramsey test need not be deduced from general principles: it sits there, in a lump,
in the meanings of the conditionals for whose assertibility it is a valid test.
Jackson’s explanation of how it sits there brings in 2 concept of conventional
implicature for which he offers a general theory. Without the latter, his account
of how indicative conditionals come to have the Ramseyan property would be
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ADC as ‘but’ does to ‘and’. Jackson illustrates his thesis about the transfer of
belief with examples using ‘even’ and ‘nevertheless’ but not with any using af’,

David Lewis, aiming to present Jackson’s ideas on this topic, offered a more
complex and believable story about the point of implying that for the speaker C
is robust with respect to A. It does not, however, concern the removal of obsta-
cles to getting the hearer to believe ADC. In his account, the speaker disbelieves
A, believes C, and asserts A—>C because he wants the hearer o accept Cevenif
he, unlike the speaker, believes A

Maybe you (or lin future) know something that now seems tome improbable. I would
like to say . . . something that will not need to be given up, that will remain useful, even
if a certain hypothesis that I now take to be improbable should turn out to be the case.
If T say something that [ would continue to believe even if I should learn that the
improbable hypothesisis true, then that will be something that] think you can take my
word for even if you already believe the hypothesis. (Lewis 19866: 153)

In confining himself to cases where the person who asserts A—>C believes Cand
dishelieves A, Lewis doubly narrowed the range. Also, his account does not con-
cern getting the hearer to acquire the belief one supposedly wants him to
acquire, namely that ADC. Lewis’s account bears little resemblance to Jackson’s
comparison of 2/ with ‘and’/’but’, being concerned rather with the durability
of the belief in various vidissitudes. It is a good story; but it leads away from
Jackson and towards the theory of Adams that1 shall come to in Chapters 6-7-
Something like this also occurs in Jackson 1981: 135. Having recounted how
‘but’, ‘even’, and the rest help the hearer to absorb the speaker’s message, Jackson
moves on to a Lewis-like story about the point of the implication of robustness
of an indicative conditional. He does not note how greatly it differs from what
has gone before, and merely introduces it as ‘a second example of the problems
attendant on an apparently simple speaker-hearer exchange’. '
(2) The misfit shows up also in a formal way. In his fifth chapter Jackson men-
tions these vehicles of conventional implicatures: ‘but’, ‘nevertheless’, ‘yet
‘anyhow’, ‘however’. In the relevant senses of these, the following holds for each:

When W links two sentences, it can be replaced by ‘and’ without affecting the cruth con-

ditions of what is asserted; when ased as an operator on a single sentence, it can be delet-

ed without affecting the truth conditions of what is asserted.

Because a sentence-joining ‘and’ can always be deleted in favour of a full-stops
without affecting the truth conditions, it follows that each of those five words
can be dropped without altering the asserted content. Jackson’s only other exam-~
ple in his fifth chapter is ‘even’. When used in the relevant sense, that too can be
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persua f:d by this defence, which relies on Jackson’s associating “unless’ with
com N . .

0 1vennfmal implicature in the same kind of way that he assaciates ‘if’ with it. ‘P
un eslsl Q' conventionally means the same as ‘not-Q D P, he holds, and conv-
tio imphi i , ) s
, nally implicates that for the speaker P is robust with respect to not-Q). {Thus

am not to say Tll be miserable u i ‘ ’

nless she kisses me’ purely b
et purely because I am sure
ohe Il l;lsif me.) [ reply that the awkwardness of fit between Jackson’s account
: .
; a,n is chapter 5 account of conventional implicature applies equall
unless’ on this view of the latter. e
) (i) I-n hxfs general account of conventional implicature, but before offering to
; . -
; PP ly tto 1x;d1cat1ve conditionals, Jackson asks ‘. . . why tone, why conventional
implicature?” (p. 91), and speaks of ‘ ,
. 91), peaks of . . . the words that are i
i e (1 responsible for con-
ventional implicatures, that ’ on
X carry tone .. ." {p. 93). Dummett br
ventior ) . . ought the word
tone
on 1f1to this, replacing words of Frege’s that mean ‘colouring’ and ‘illum
inatio : i i ]
i r’1 (1d973. 2, 83-8). It fits some of his examples—'dead’ and ‘deceased’
sweat’ ) iration’ ,
: tE:11 an 1 perspiration’~—and countless others, such as ‘defecate’ and ‘shit’
n ’ ‘
. el ec’cuda-l g challenged’ and ‘mentally retarded’, and so on. These do perhaps:
involve a difference in what is impli '
plied or suggested, but that i h
them; and Jackson was ri, i , e
ght to ignore them in his account ional i
of conventional impli-
cature. As for ‘but’, ‘although’, ‘even’ one
. gh’, ‘evert’, and the others thathed i
. oes mention, ‘tone’
is a less apt label for what th oot
ey add to the asserted content, but it is sti
pales 'ha . ntent, but it is still a possi-
Pleons .-If someone said ‘Even teaching assistants don’t get paid a million dollars
year’, it won;ld not be absurd to remark that he had said something true with a
wrong tone {because of its implicati
plication that TAs are notably well paid
trast with this, when a materi A
, erially true conditional fai
ils the Ramsey test at
someone says ‘If snow did not f; i e US national
all on Mount Rainier ]
someo , - tf r last year, the US national
) Va:{shhalved , the diagnosis “True assertion, wrong tone’ misses the mark
. A; A enatrue Ijts.f.ertmn conventionally implies something false, how should
ve characterize this? In the context of hi
of his theory of indicative conditi
e 7 In : ry of indicative conditionals,
on repeatedly implies that in such a case the assertion is not “justified or

w. ? ini
: ﬁ:rrz{a;tei: explaining that he means epistemic rather than pragmatic justifica
non . i i
ey }I:urt flIllf)). An assertion may be pragmatically unjustified because point-
_ or in breach of a promise, or the like, to all of which the Ramsey

test iS irrelev a, e i VoLV
3
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Jackson says, but what does the latter have to do with ‘but’, ‘even’, ‘although’,
and the rest, and with Jackson’s general theory of conventional implicature?
Nothing, so faras]can see, though Jackson evidently thinks otherwise. In claim-
ing to be employinga single concept of implicature or signalling, he implies that
‘He wasn’t educated at Eton but he is a civilized human being’ is defective
because not epistemically justified. This strikes me as untenable. When Jackson
uses the phrase ‘epistemic and semantic considerations, widely construed’ (p-19,
my emphasis), he may be countering this difficulty by backing off from linking
‘but’ and ‘even’ etc. with epistemic justification ordinarily construed. But he does
not tell us how he means to widen the construal. This point connects with an
objection that Edgington (1986: 186) brings against both Jackson’s theory and
Grice’s, namely that they purport to explain the assertibility of something when
their topic ought to be its acceptability or believability. She writes elsewhere:
“There simply is no evidence that one believes a conditional whenever one
believes the corresponding material implication, and then is prepared to assert it
only if some further condition is satisfied” (see also 1995b: 287 1. 50). Actually,
Jackson knew that ‘assertibility’ is wrong quite early in the piece: ‘It is, indeed,
better labelled “assentability”—but it is too late to change now’ {Jackson 1984:
72).

In five ways, then, Tackson’s general account of conventional implicature mis-
fits his application of that concept to indicative conditionals. The last two failures
may not matter much; but the first three—Jackson’s own and my 1 and 2—are
structural, serious, and in my view fatal. A sixth will be presented in §39.

17. THE UNITY POINT

At one place Jackson hedges his claims for his account of conventional implica-
ture. Having asked ‘Why tone, why conventional implicature 7, he writes:
‘Perhaps it is wrong to expect the answer to be the same for each example, but, in
many cases at least, it seems that the reason . . _which launches him into his
general theory of conventional implicature (p. 91). This is cautious; it creates
wiggle room. Perhaps Jackson means to allow that indicative conditionals may
not be among the ‘many cases’, and may thus not fall under his general theory-
£ s0, one wonders why a book entitled Conditionals should devote a chapter to
an account of conventional implicature that applies to some parts of language but
not to conditionals.

A little later, Jackson seems poised to confront the problem. Right after com-
pleting his (general?) account of conventional implicature, he writes: “We now
have answers to why conventional implicature exists in natural languages - - -
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and to why it affects meaning without affecting content . . . But why did we need
to tur.n to conventional implicature . .. inour . . . theory? (1987: 95-6). P tIl le': i

that, it is a good question, but Jackson does not put it just like tl.lats Mc;reufulll .
he asks.: “‘Why did we need to turn to conventional implicature, ratf;er than co: ’
versa.tzonal, in our . .. theory?' (my emphasis). Instead of considering for th_
first time how conventional implicature succeeds in explaining how ini'ca s
wt?rk, he considers for the second time why conversational implicature1’r’ai1_:11 i
.thlsi' T}'le earlier point that the Gricean approach must accept Contrapositionsfm
indicative conditionals, that is, must regard ~C——A as being no less assertib(l):

than A—C (§10, argument 4}, now becomes the point that the Gricean approach
must endorse not only Modus Ponens:

A—=C A . C
but alse Modus Tollens:

A—C, -C o -A

Itis i i i i

a sharp point against Grice; perhaps it deserves to be presented twice in these
o eti . .

1; guls:es..d But it serves here merely to displace the question Jackson should be
asking: Did we really “turn to conventional implicature” as this has just been
described? I answer, No, we did not.

Why did Jackson come at things in thi -
gs in this way? G .
one might think: y? Given the story as [have told it,

Jackson rightly says that the Ramsey test is valid because of the meaning of if’
as used in indicative conditionals. He ran into trouble because of wheregin tli

meaning of ‘if’ he located the Ramseyan element. If he had put it into the ¢ .
of asserted content, rather than the conventionally implied penumb: 01:e
would have escaped the troubles exhibited here. ? =

_ L agree wi_th this, but the matter is tricky. As we shall see in chapter 6, the two
+ most obvious ways of building the Ramseyan property of indicative condition-

als in i i i

: : to their conventional meaning are demonstrably wrong. The right way to
01 i i

;0 is somewhat elusive, and still 2 matter of controversy. So Jackson had rea-

son to want conventional implicature to provide him with a solution

18. THE OR-TO-IF INFERENCE

Th i

£: horseshoe .analyﬂs of — should be rejected, because of the failure of the only

_Béfoatt;mpts (it seems) that can be made to reconcile it with the intuitive data
etore finally turning away from it, we should revisit the or-to-if inference (§9)
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in order to see how feebly it supports the analysis. The attempt to get support
from it went like this:

You believed Vladimir when he told you ‘Either they drew or it was a win for
white’; which made it all right for you to tell Natalya ‘If they didn’t draw, it
was a win for white’. Why was this all right? The explanation is that what
Vladimir told you entailed what you told Natalya, because quite generally
Pv(} entails ~P—0Q.

If this is right, then ADC entails A—>C, which secures the horseshoe analysis.

Considered as support for the horseshoe analysis, this fails twice: the analysis
is not needed, and does not suffice, to explain why it was all right for you to say
what you did to Natalya.

Here is why it is not needed. V]adimir was behaving badly unless he was more
confident of the disjunction than of either disjunct; and Grice’s theory about con~
versational implicature explains why (§9)- 1f he was not misbehaving, therefore,
he accepted the disjunction independently of whether one disjunct (either one)
rarned out to be false; so for him Qis robust with respect to ~P. That would make
it all right by the Ramsey test for him to assert =P—(; and your trust in him
makes it all right for you to assert this also. This explanation has nothing to do
with the horseshoe analysis. Itis given by Stalnaker (1975), who calls the trans-
action a ‘reasonable inference’ of one assertion from another, not the entailment
of one proposition by another. In §58 we shall see that the or-to-if inference can
also be explained in another way.

Anyway, whether ornot some rival to the horseshoe analysis does explain the
acceptability of the or-to-if inference, the analysis itself does not. It contributes
only the thesis that PvQ entails ~P—Q, and thus that the truth of what
Vladimir told you guarantees the truth of what you told Natalya. But it is a
famous fact that a true material conditional may be an absurd thing to say; so this
entailment thesis does not imply or-explain the fact that if you accepted what
Vladimir told you, then it was all right for you to say what you did to Natalya.

The or-to-if inference haunts the literature on indicative conditionals. In §41
we shall see a valid special case of it being used in a powerful argument for asig-

nificant conclusion.

4
The Equation

19. OTHER APPROACHES

The horseshoelanalysis having failed, we must look further. Four other avenues
of approach to indicative conditionals have been proposed.

OIle 15 Hldlcated by t}le VIEwW, attllbuted to StIaW‘SOII 1 §11, th.at A_;C means
Somethlng llke.

Because of a connection between A and C: ADC.

This arises from the natural thought that the horseshoe analysis fails because it
does not provide for a link between A and C. It certainly is defective; A~C mal
entail ADCbut is not entailed by it. However, although itis plausibl; tosu osy
that the missing ingredient is the idea of A’s being connected with C thef: a :
obstacles in the way of developing this into something solid. For one th’in ma '
respectable indicative conditionals involve no such link. Not just jokes lii’e ‘Ifrl?e:
repays that debt, I'm a monkey’s uncle’, but sober conditionals like ‘If she apolo-
: gized to him, then he lied to me’, which would not ordinarily be based on alz/iew
?bout a direct link between her apology and his lie (§133); and ones like ‘(Even)
-if he apologizes, I shall (still) be angry’, which rests on the lack of connection

- between his apology and my anger. Unsurprisingly, nobody has worked hard on

;- trying to turn this ‘connection’ idea i i

. ction’ idea into a semantic analysis of indicati

Lo alysis of indi i-
— e cative condi

~ Asecond avenue of approach is lined with possible worlds. These have enjoyed
much suceess in analyses of subjunctive conditionals (Chapters 10-13}; sia 1{ i

nA_aturaI to hope that they can also cope with indicatives, through the i:iea th::
h(;’i :r;:acréi that ;f obtains at 2 certa?in possible world at which A obtains. This
: raged not onl?r by a desire for theoretical economy, but also by the
tope fora Y-sihaped analysis of conditionals—one that first sets out what the two
djs of conditional ha\fe in common and then goes on to say what differentiates
em (‘§4}. Wayne Davis and Robert Stalnaker have both approached indicative
I.ldltlonals in this second way; this might be a natural place to discuss those



